Secure Data Storage in Cloud using Code Regeneration and Public Audition

S.Pavithra¹, E. Thangadurai² and M.Mailsamy³.
¹PG Scholar, ²Assistant Professor, ³Assistant Professor
¹, ², ³ Dept. of Information Technology, Vivekananda College of Engineering for Women, Tiruchengode-637205

Abstract
Data integrity maintenance is the major objective in cloud storage. It includes audition using TPA for unauthorized access. The data of the users will be stored in public and private areas of the cloud. So that, only public cloud data will be accessed by user and private cloud will remain more secure. Once any unauthorized modification is made, the original data in the private cloud will be retrieved from the cloud server and will be returned to the user. Every data stored in the cloud will be generated with a Hash value using the Merkle Hash Tree technique. So modification in content will make changes in the Hash value of the document as well. The proxy also performs signature delegation work by generating private and public key for every user using OEAP Algorithm so that the security will be maintained. This scenario is implemented in a multi owner environment in which one document will be accessed by user groups. In this context, the access limit should be properly maintained so that no user of other group should be allowed to modify a particular group’s data. Also, if any modifications made to that data will be identified by the proxy and the user is revoked.

Index Terms – Cloud storage, code regeneration, public audition, Dynamic Multi Owner.

1. INTRODUCTION
Cloud computing is documented as an alternative to traditional information technology due to its intrinsic resource sharing with low maintenance characteristics. In cloud computing, the cloud service providers (CSPs), such as Amazon and others are able to distribute different services to cloud users with the assist of authoritative data centers. By shifting the local data management systems into cloud servers and users may enjoy high quality services and save significant investments on their limited infrastructures. One of the most essential services is offered by cloud providers was data storage. Let’s consider a limited data application the company allows its staffs in the same group or department to store and shared files in the cloud. By utilizing the cloud that the staffs could be completely released from the troublesome local data storehouse and maintenance. However, it is also posing a
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complexity of key management. Many security schemes for data sharing on untrusted servers had been proposed. In these approaches, data owners are able to store the encrypted data files in mistrustful storage with distributed the corresponding decryption keys are only to authorized users. Thus, unauthorized users as well as storage servers couldn't learn the content of the data files because they don't have knowledge of the decryption keys.

However, the complexity of user participation and repeal in these schemes is linearly increasing with the numbers of data owners as well as the number of revoked users, respectively. By setting the group with a single attribute, we proposed a secure provenance scheme is established in the cipher text policy attribute established encryption technique, which allows any member in a group to share data with others. However, the issue of user revocations is not addressed in their scheme. We presented a scalable and fine grained data access control scheme on cloud computing based on the key policy attributes based on by encryption technique with the implementation of the Proxy Server. Unfortunately, the single owner manner hinders the adoption of theirs scheme into the case, where all users are granted to store and share data. Hence we are implementing a group based Data owner system.

2. BACKGROUND
The entire previous auditing scheme is implemented only in a single owner environment and also the owner should always be available in online. Bilinear Pairing Map technique is used for comparing the data and finding unauthorized changes in which no block verification is allowed. CPOR (Compact Proofs of Retrievability) algorithm is implemented for retrieving the data from the cloud. Without the permission of owner the original data will not be retrieved and regenerated back to the modified data. It takes more amount of time and also increases burden the data owner.

3. SECURE DATA STORAGE IN CLOUD
To protect the data integrity and save the data owners computation resources as well as online burden, a secure data storage in the cloud using code regeneration and public audition scheme is proposed for the dynamic multi owner environment, in which the data integrity checking and renewal are implemented by an auditor and a semi trusted proxy separately. This scheme is the first to allow secure data storage in cloud. The contents are masked during the initial phase to avoid leakage of the original data. This method is insubstantial and does not introduce any burden to the TPA or proxy server. The proxy server releases data owners from online burden for the renewal of corrupted blocks. The unauthorized action done by any group member can be found and revoked by the proxy.

To make the scenario easier to follow, this technique is explained with an example description: The staffs (i.e., cloud users) first generate their public and private keys, and then hand over the authenticator regeneration to a proxy (a cluster or powerful workstation provided by the company) by sharing partial private key. After producing encoded blocks and authenticators, the staffs upload and distribute them to the cloud servers. Since that the staffs will be frequently off-line, the company employs a trusted third party (the TPA) to interact with the cloud and perform periodical verification on the staffs’ data blocks in a sampling mode. Once some data corruption is detected, the proxy is informed, it will act on behalf of the staffs to regenerate the data blocks as well as corresponding authenticators in a more secure approach. A group of staffs can work under a same project and they can be in one group to access and modify the files.

3.1 Regeneration model
Fig 1: Regeneration System model
The system model for Secure data storage is shown in Fig 1... which involves four entities: the group of data owners, stores their data in the cloud; the cloud, which are managed by the cloud service provider, provide storage service and have considerable computational resources; the third party auditor(TPA), who has knowledge and capabilities to carry out public audits on the coded data in the cloud, the TPA is trusted and its audit result is impartial for both data owners and cloud servers; and a semi trusted proxy agent, acts on behalf of the data owner to restore the data blocks during the repair procedure. Notice that the data owner is restricted in computational and storage resources compared to cloud and may become off-line after the data upload procedure. The proxy, who would always be online,
is supposed to be much more powerful than the data owner but less than the cloud servers in terms of computation and memory capacity. To save resources as well as the online burden the data owners resort to the TPA for integrity verification and delegate the reparation to the proxy.

3.2 User Logs
Group members are a set of registered users that will
1. Store their private data into the cloud server and
2. Share them with others in the group.
This module maintains the user’s details in it. The group membership is dynamically changed, due to the staff resignation and new employee participation in the company. The group member has the ownership of changing the files in the group. All the users in the group can view the files which are uploaded in their group and also can modify it. Also each group will have private key and public key in it. The public key is used for viewing the document in the cloud whereas the private is the meant for providing modification rights for a user.

3.3 User and Data maintenance
The registered users and data will be maintained using a cloud server. A local Cloud which provides priced abundant storage services are been created in this module. The users can upload their data in the cloud. This module can be developed where the cloud storage can be made secure. The cloud is not fully trusted by users since the CSPs are very likely to be outside of the cloud users’ trusted domain. Similar to that the cloud server is honest but curious. That is, the cloud server will not maliciously delete or modify user data due to the protection of data auditing schemes, but will try to learn the content of the stored data and the identities of cloud users. This essentially means that the owner (client) of the data moves its data to a third party cloud storage server which is supposed to - presumably for a fee - faithfully store the data with it and provide it back to the owner whenever required.

The cloud server provides privilege to generate secure multi-owner data sharing scheme called MONA. It implies that any user in the group can securely share data with others by the cloud. This scheme is able to support dynamic groups efficiently. Specifically, new granted users can directly decrypt data files uploaded before their participation without contacting with data owners but within the group.

3.4 Authentication and Signature Generation
This module makes the following functions
1. Signature Generation,
2. Signature Verification,
3. Content Regeneration.

A proxy agent acts on behalf of the data owner to regenerate authenticators and data blocks on the servers during the repair procedure. Notice that the data owner is restricted in computational and storage resources compared to other entities and may becomes off-line after the data upload procedure. The proxy, who would always be online, is supposed to be much more powerful than the data owner but less than the cloud servers in terms of computation and memory capacity. To save resources as well as the online burden potentially brought by the periodic auditing and accidental repairing, the data owners resort to the TPA for integrity verification and delegate the reparation to the proxy. Considering that the data owner cannot always stay online in practice, in order to keep the storage available and verifiable after a malicious corruption, it introduces a semi-trusted proxy into the system model and provides a privilege for the proxy to handle the reparation of the coded blocks and authenticators. It generates signature using OAEP based key delegation which provides unique private and public key for each group registered in the cloud. So the users can access the document provided by its own group only. The users can view other group’s document using private key of the other groups. If he modifies other group content he will be revoked by the cloud server.

3.5 User Revocation and file regeneration
User revocation is performed by the proxy via a public available RL based on which group members can encrypt their data files and guarantee the privacy against the revoked users. No unauthorized access to the document is encouraged in the cloud storage. So the data should be provided rights to modify only by the group’s own users. Other members cannot modify the content. Once if any user tries to hack the private key of another group and trying to modify this will be detected by the cloud server and the user’s account will be revoked by the user. The user could never enter his login again. This function will be performed by the cloud server. Also if content is modified by unauthorized user it will be rollback to its original state by the cloud server.

4. CONCLUSION
A public investigating scheme that which can be used for regenerating code over the cloud storage system, where the data owners are privileged to delegate TPA for their data validity checking for keep the original data privacy opposition to the TPA has been proposed. No data owners can always stay in online so in order to keep the storage available and verifiable after a malicious corruption and a semi trusted proxy is introduced into the system model that
which can be used to provide a privilege for the proxy to handle the reparation of the coded blocks and authenticators. More number of users can handle the files as it’s defined with group. This scheme is provable secure and highly efficient.
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