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Abstract—Most of voice conversion systems require parallel corpora for their training stage which means that source and target speakers should utter the same sentences. But in most practical applications, it is impossible to obtain parallel corpora. To solve this problem, text-independent voice conversion has been introduced. The main problem in text-independent voice conversion is data alignment. In this paper we introduce a novel algorithm based on mutual information for data alignment which shows the similar results to those of text-dependent systems. This algorithm does not require phonetic labeling and can be used in practical applications.
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I. INTRODUCTION

Voice conversion is a technique that modifies the voice of a speaker (source) which listeners think another speaker (target) utters that voice. All systems, including voice conversion systems (VCSs), have 2 stages: training and conversion. The goal of the training stage is gathering some matched data for source and target speakers and training a mathematical model to do a conversion. Since effectively training a mathematical model highly depends on training data, gathering matched data is a crucial stage in voice conversion (VC). However this is not limited to VC, many applications need matched data for their training e.g. [1]. If parallel corpora from source and target speakers, means that both speakers utter the same sentences, are available, the matching procedure is easy to obtain. The only challenging part is timing difference between parallel corpora, one speaker may utter a sentence slower than another speaker. To solve this problem, researchers use dynamic time warping DTW [2], which has effectively used in so many applications e.g. [3], [4], and [5], for finding the exact correspond data for source and target speakers.

If parallel corpora are not available, gathering matched data will be more challenging. In this paper, we will address this problem.

II. RELATED WORK

Recently machine learning paradigms have been widely used in speech processing, including voice conversion, [6]. Specifically neural networks and dynamical systems, which have been used in many other applications [7], [8], and [9], have been used in voice conversion [10]. Vector quantization approach [11] which provides codebook for voice conversion is one of the first algorithms in this field. Another approach is use of Gaussian Mixture Model which provides smooth and stable results[12] and [13]. Please refer the papers [14] and [15] for comprehensive survey on VC.

In most text-independent systems, minimum distance between source and target features is the first and important step for feature alignment. Minimum distance works in this way: First speech features are extracted from source and target speeches and then for each source feature, the nearest neighbor (NN) feature in target space will be determined. In the rest of the paper we will show how the minimum distance works and will propose a new algorithm based on minimum distance.

III. MINIMUM DISTANCE APPROACH

From first research on text-independent voice conversion to latest researches, minimum distance approach plays an important role in these systems. After framing and parameterization, source vectors $X = [x_1, x_2, \ldots, x_m]$ which $m$ is the number of source frames and target vectors $Y = [y_1, y_2, \ldots, y_n]$ which $n$ is the number of target frames will be obtained. Without the loss of generality, consider for each of source and target speakers, training speech signals are concatenated. It means that $m$ and $n$ are total number of training frames for source and targets respectively. Also timing order has been preserved.

For each source vector from $X$, the goal is to find a target vector from $Y$ that phonetically correspond to the source vector. Minimum distance approach is as:

$$ p(k) = \arg \min_j d(x_k, y_j) \quad (1) $$

So the set of paired vectors $\{x_{p(k)}, y_{p(k)}\}$, $k = 1, \ldots, k$ are obtained.

By a simple test, we will show that this approach does not work as we expect. We have considered 2 parallel sentences for 2 male speakers. Parallel sentences have been aligned using DTW and Mel frequency cepstral coefficients (MFCCs) are extracted from all aligned frames (2500 frames in this case) and they have formed paired feature vectors. $(x_i, y_i)$, $i = 1, 2, \ldots, 2500$. Let’s keep this paired vectors set as a baseline to compare minimum distance approach with. Now we will find corresponding vectors using
minimum distance approach and compared the results with those obtained from DTW. The results show in Table 1.

**Table 1. The Number of Correct Selected Frames Using Minimum Distance Approach (1). Only 108 Frames Are Correctly Obtained.**

<table>
<thead>
<tr>
<th>Total frames</th>
<th>2500</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correct frames</td>
<td>108</td>
</tr>
</tbody>
</table>

Table 1 shows that only 108 frames out of 2500 frames have been found correctly. However, there is an important note. Adjacent frames have approximately the same phonetically content. So if minimum distance approach finds the adjacent frames (in this case the frame after or the frame before), we do not lose any information. Table 2 shows the number of corrected frames considering the selection of adjacent frames as a true selection.

**Table 2. The Number of Correct Selected Frames Using (1) and Considering the Selection of Adjacent Frames as a True Selection.**

<table>
<thead>
<tr>
<th>Total frames</th>
<th>2500</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correct frames</td>
<td>510</td>
</tr>
</tbody>
</table>

Although there is a major improvement, there is still a large error in finding corresponding frames. To improve the quality of this approach, some approaches have been introduced:

In [16], an approach has been introduced. In this approach, source and target vectors are clustered separately. Then corresponding target and source clusters are obtained by minimum distance between clusters \( \{\mu_i^X, \Sigma_i^X\} \) and \( \{\mu_j^Y, \Sigma_j^Y\} \) denote source and target clusters respectively which \( \mu_i^X, \mu_j^Y, \Sigma_i^X \) and \( \Sigma_j^Y \) represents mean and covariance of source and target clusters.

\[
p(i) = \arg \min d_{DFW}(\mu_i^X, \mu_j^Y)
\]

(2)

So the set of paired cluster \( \{\mu_i^X, \mu_j^Y(\theta)\} \) is obtained. Then for each vector in \( i \)th source cluster, corresponding target vector in \( p(i) \)th target cluster was obtained by minimum distance approach.

\[
x = \min_{\theta} [x - y - \mu_i^X - \mu_j^Y(\theta)]
\]

(3)

Also, another way to improve the minimum distance approach is using eq. (4) instead of eq. (1):

\[
p(j) = \arg \min d_{DFW}([x_{t-1}, x_t, x_{t+1}], [y_{j-1}, y_j, y_{j+1}])
\]

(4)

Another main improvement of minimum distance approach was introduced in [17] which called INCA algorithm. This algorithm has 5 stages which they are mentioned shortly in following:

1. **Initialization.** In this stage, an auxiliary vector set \( X' = \{x_k'\} \) is described. Which it initialized as \( x_k' = x_k \).

2. **NN alignment:** For each vector \( x_k' \), the nearest neighbor vector in \( Y \) (target vectors) is found. Similarly, for each vector \( y_j \), the nearest neighbor vector in \( X' \) is found.

\[
p(k) = \arg \min_j d(x_k', y_j)
\]

\[
q(j) = \arg \min_k d(y_j, x_k')
\]

(4)

Duplicated pairs are eliminated. Then \( \{x_{q(j)}, y_j\} \) and \( \{x_k', y_{p(k)}\} \) are obtained and concatenated.

3. **Training.** For concatenated vector, \( m \)th-order General Mixture Model (GMM) is fitted. Then \( F_{aux}(x) \) is found.

4. **Transformation.** For each vector \( x_k' \), the updated vector is found by:

\[
\dot{x}_k' = F_{aux}(x_k')
\]

(5)

5. **Convergence checking.** This algorithm is finished when convergence is reached according to a certain approach.

Although these approaches improved the quality of voice conversion using minimum distance area, there are still some problems. For example, since INCA [17] algorithm searches total target space for finding NN, definitely some wrong vectors is selected. These wrong vectors destroy the quality of voice conversion.

As mentioned before, by using minimum distance approach, some wrong target vectors are selected. These wrong vectors usually have deferent phonetic content with source vectors. Consider we have a source vector \( a^s \) which \( s \) denotes source. The corresponding a target vector for \( a^s \) is \( b^t \) which denotes target. But, there is a vector in target space \( c^t \) which has deferent phonetic content with \( a^s \) and \( b^t \) and also:

\[
d(a^s, b^t) > d(a^s, c^t)
\]

(6)

If we use the minimum distance approach, \( c^t \) is selected instead of \( b^t \). This wrong selection destroys the quality of voice conversion. In this paper, we introduce a novel algorithm for alignment in order to decreasing the probability of finding wrong vectors. In the next section the new algorithm will be described.

**IV. Mutual Information Clustering Algorithm (MIC)**

Inspired by matching score presented in [18] we have designed an algorithm based on mutual information for feature alignment. Mutual information [19] of two random variables \( X \) and \( Y \) is defined as below:
And for continuous random variables mutual information is defined as:

\[
I(X, Y) = \int \int p(x, y) \log \left( \frac{p(x, y)}{p(x)p(y)} \right) \, dx \, dy
\]  

Mutual information between two variables \(X\) and \(Y\) measures the information that \(X\) and \(Y\) share. If \(X\) and \(Y\) are independent, knowing \(X\) does not give any information about \(Y\), mutual information for these two variables is zero.

Mutual information clustering based algorithm is an iterative algorithm which is containing clustering stage. Clustering stage is as follow:

1. **Initialization:** Mutual information was defined for random variables. Since adjacent frames in speech signals usually have the same phonetic content, they have to be in a same cluster. So after framing and parameterization of the speech signal, we considereach 50-70 consecutive frames as a cluster. To guarantee that all frames belong to correct cluster, we consider overlapping between clusters. We have a lot of small clusters now.

2. **Calculating mutual information:** For each clusters, we calculate mutual information with other clusters.

3. **Merging:** In this section we merge each cluster with a cluster that has maximum mutual information with.

4. **Stopping:** If the number of clusters is below than a constant number which is defined by a user, the algorithm is finished. Otherwise, the process is repeated from step 2.

Figure.1 shows this algorithm schematically.

Fig.1 each circle correspond to a cluster. In each iteration, each cluster merge to a cluster that have maximum mutual information with.

For voice conversion, source and target speech signals are clustered separately with this clustering algorithm. \(C^S_i\), \(i = 1, \ldots, m\) are source clusters and \(C^T_j\), \(j = 1, \ldots, n\) are target clusters respectively. Then for each source cluster, we select a target cluster that has maximum mutual information with. Some target clusters may not be selected so for unselected target clusters, we select source clusters that havemaximum mutual information with (Fig. 2).

\[
p(i) = \arg \max_j M(I(C^S_i, C^T_j))
\]

\[
q(j) = \arg \max_i M(I(C^T_j, C^S_i))
\]

Which \(M(I)\) stands for mutual information.

Now for each vector in \(i\)th source cluster, we find NN target vector in \(p(i)\)th target cluster. And for each vector in \(j\)th target cluster, we find NN source vector in \(q(j)\)th source cluster. Duplicated pairs are eliminated. So \(Z = [X \ Y]^T\) was obtained.

**V. CONVERSION FUNCTION**

For conversion function we use GMM [20]. For \(Z\), \(M\)-th order General Mixture Model (GMM) is fitted.

\[
P(Z) = \sum_{i=1}^{M} \alpha_i N(Z; \mu_i^S, \Sigma_{zz}^S), \quad Z = \begin{bmatrix} X \\ Y \end{bmatrix}
\]

\[
\mu_i^S = \begin{bmatrix} \mu_i^S \\ \mu_i^T \end{bmatrix}, \quad \Sigma_{zz}^S = \begin{bmatrix} \Sigma_{xx}^S & \Sigma_{xy}^S \\ \Sigma_{yx}^S & \Sigma_{yy}^S \end{bmatrix}
\]

Where \(\alpha_i\), \(\mu_i^S\) and \(\Sigma_{zz}^S\) are the weights, the mean vectors, and covariance matrices of the \(m\) Gaussian components respectively and \(N(Q)\) denotes the probability density function. These parameters are obtained by using EM algorithm. Then conversion function can be defined as:

\[
F(x) = \sum_{i=1}^{m} p_i(x) \mu_i^S + \sum_{i=1}^{m} \frac{\alpha_i N(x; \mu_i^S, \Sigma_{zz}^S)}{\alpha_i N(x; \mu_i^S, \Sigma_{zz}^S)} (x - \mu_i^S)
\]

Where

\[
p_i(x) = \frac{\alpha_i N(x; \mu_i^S, \Sigma_{zz}^S)}{\sum_{i=1}^{m} \alpha_i N(x; \mu_i^S, \Sigma_{zz}^S)}
\]
VI. EXPERIMENT AND DISCUSSION

In this paper, we focus on spectral parameter mapping. 24-dimensional mel frequency cepstral coefficient (MFCC) vectors are used as the spectral feature. The MFCCs are calculated from spectra obtained using STRAIGHT [21].

We used a logarithm Gaussian normalized transformation [20] to transform the $F_0_s$ to the $F_0_t$ as indicated below:

$$\log (F_{0\text{conv}}) = \mu_t + \frac{\sigma_t}{\sigma_s} (\log (F_{0_s}) - \mu_s) \quad (13)$$

Where $\mu_s$ and $\mu_t$ are the mean of the fundamental frequency in logarithm domain for source and target speakers respectively. $\sigma_s$ and $\sigma_t$ are the variance of the fundamental frequency in logarithm domain for source and target speakers respectively.

To compare these results with conventional parallel training [13], we used 60 parallel English sentences for MIC algorithm and 45 parallel English sentences for parallel algorithm. The sentences have been spoken by two male and one female speakers. Also 20 English sentences selected for subjective test. The sentences are sampled at 16KHZ.

MOS test is a subjective test for speech quality. Subjects rated the speech quality as below:

1 for bad, 2 for poor, 3 for fair, 4 for good, 5 for excellent

20 persons are asked to rate. Then MOS is the average of all persons’ scores. Table 3 shows the results for male to male conversion (m2m) and male to female conversion (m2f). Both algorithms approximately have the same scores.

<table>
<thead>
<tr>
<th>VC algorithm</th>
<th>MOS – m2m</th>
<th>MOS – m2f</th>
</tr>
</thead>
<tbody>
<tr>
<td>MIC</td>
<td>3.5</td>
<td>2.7</td>
</tr>
<tr>
<td>Parallel</td>
<td>3.6</td>
<td>2.8</td>
</tr>
</tbody>
</table>

VII. CONCLUSION AND FUTURE WORK

In this paper, we introduced a novel data alignment algorithm for text-independent algorithm based on mutual information.

A subjective test shows that the new algorithm obviates the need of parallel corpora for voice conversion and also need a few sentences more than parallel algorithm for training stage. Since these extra sentences are not parallel, sentences can be easily obtained. Not requiring phonetic labeling is another advantage of this algorithm [22]. So it can be used in practical applications. In this paper we clustered source and target features separately, while it can be done jointly. This job would be our next approach.

References
