ParkDiag: A Tool to Predict Parkinson Disease using Data Mining Techniques from Voice Data
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Abstract - In the present decade there is more concentration on ageing disease. Some diseases are going to through their symptoms at early stage. The problem with aging disease like cancer, diabetes Alzheimer and Parkinson are if they are going to uncover at advanced stage it is very difficult to cure them totally, instated doctors can able to stop the growth of the disease up that stage where it was uncovered. But it is highly difficult to them to cure the disease up to the root level. Parkinson disease is the one of the most painful and non-curable disease. It is going to occur from the age of 40 plus people. Few detailed clinico-pathological correlations of Parkinson's disease have been published. The pathological findings in 100 patients diagnosed prospectively by a group of consultant neurologists as having idiopathic Parkinson's disease are reported. There are some symptoms to identify the disease; the symptoms like to find the Parkinson Disease (PD). The dataset for the disease is collected from the people who are already having Parkinson. However, genetic causes of Parkinson’s are rare, only in approximately 6-8% of all cases. The details are collected from PD patients especially the voice data of PD patient were collated by recording their voice by pronouncing the ovals A,E,I,O,U repeatedly minimum 10 times form each PD patient. The results were analyzed by using data mining techniques, Bayes Net shows 70%, naïve bayes shows 83%, KStar and ADTree shows 100% and Random Forest classification results towards PD.
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I. INTRODUCTION

In the present decade there is an interest in designing tool for the diagnosis of ageing diseases. There is a little work that has been done to diagnose on ageing diseases. The present research focus on the design of ParkDiag tool for the diagnosis of Parkinson disease. Parkinson is the major health problem in human beings especially during middle age who crosses 40 years are the sufferers of the disease. The present decade focus is to understand the factors responsible for Parkinson disease. The voice recognition is also one of the solutions that can be used to diagnose the PD. The data mining algorithms also provide major solutions to understand the factors responsible for the cause of PD.

The symptom’s that cause disease are metabolic, mainly control of genes (mutations). Change in the environmental factors and clutter conditions are the factors responsible for this disease[3]. These mutational factors at genetic level provides change at the phenotypic level (changes on function of body)[9]. The changes occur in the body can be predicted as external factors like voice changes and changes in color of skin, color of hair etc.

Biometric recognition refers to an automatic recognition of individual based on a feature derived either from physiological or behavioral characteristics or both. Biometric recognition system should provide a reliable personal recognition schemes either to confirm or to determine the identity of an individual [6].

This paper reviews the voice characteristics and identification techniques used in recognized PD people by their voices[7]. A discussion of inherent performance limitations along with a review of the performance achieved by listening, visual examination of spectrograms, automatic computer techniques, attempts to provide a perspective which evaluate the potential of speaker recognition and productive directions for research and application of speaker recognition technology[2]. In this paper, brief view of biometric methods both single and multimodal, their advantages and disadvantages, are be presented. All the people of PD don’t need to have same symptoms. The new symptoms may develop or change with time as the disease progresses. People will experience both motor and non-motor symptoms. The motor symptoms of PD appear on one side of the body and may extend to other side as the time lapses [5]. Research work is going on whether a person when exposed to herbicides, pesticides and toxins may attack PD in future [1].
II. METHODOLOGY

Voice Analysis is the First Step to predict an unknown person will get the disease or not. For this conformation, data will be collected from diseased and healthy persons who crossed 40 years of age. Generally the disease occurs after 40 years. Comparative classification studies on different data-sets in an entity have been applied for accuracy analysis and the time taken to execute the data-set in order to find the best collected classification rule. The data of healthy people and those with Parkinson can be correctly classified by using machine learning and data mining system techniques.

Bayesian theory is a mathematical model in calculating the degree of prediction. BayesNet and NaiveBayes are the most practical learning methods that have a random sequence model within the class. System Classification summarizes a sequence of classification methods using algorithms. Logistic function can be derived from simple classification problems, measuring from minus infinity to plus infinity. Simple logistic regression is used to explore associations between dichotomous outcome with continuous, ordinal or categorical exposure variables. Lazy classification scheme uses Hierarchical SVM’s to select a subset of candidate classes for each test instance in order to determine the overall best performer. K-Star is an Instance-Based learner. The class of a test instance is based upon the class of those determined by similarity function with similar training instances. It is different from the other instance-based machine learners using entropy-based distance function.

Meta-classification makes its binary decision by classifying synthesized feature vectors and one meta-classifier for each class was built for each. Bagging (or Bootstrap aggregating) is an algorithm to improve machine learning of statistical classification and regression models in terms of stability and classification accuracy. A statistical method of distance based classification with the best matching rule can be explained by NNKG (Non-Nested Generalized Exemplars).

The classification is used to follow the path dictated by the successive tests placed along the tree until it finds a leaf containing the class to assign a new attribute. ADTTree (An alternating decision tree).

Fig1. Shows the flow of the ParkDiag tool. The ParkDiag Algorithm is one of the detection based algorithm for the diagnosis of PD. The algorithm has been given below.

Step1 : Input Voice Data.
Step2 : Convert Output Into .CSV File.
Step3 : Average The Attributes (Frequency , Modulation , Phase).
Step4 : Input The Query File And Run Step 1,2,3.
Step5 : Compare The Data With Tested Data.
Step6 : Predict Based On P(X)=P(X)/P(X)+P(Y)
X= Match With Tested
Y=Miss-Match With Non Tested
Step7 : Output For Probable Occurrence Of Parkinson Disease.
Step8 : Print Predicted Output.

The analysis was done by using one of the data mining algorithm navies Bayesian and Bayes networks. The results were analyzed in order to predict PD with the collected voice of Non-PD people.

III. RESULTS AND DISCUSSIONS

Following is the voice data taken from a PD patient. The vowels were pronounced repeatedly 10 times each vowel. The voice is analysed and noise data was removed from the data. Each vowel is analysed and the voice data was converted in to numeric form considering Magnitude, Frequency and Phase as key attributes.
Fig. 2. Voice data of a vowel A’s.

Fig. 3. Magnified vowel A’s.

Fig. 6. Line graph showing the abstract of the vowel “A” of PD persons.

Fig. 7. Line graph showing the Abstract value of vowel “A” of Non-PD persons.

Fig. 8. Predicted aggregate for vowel “A”.

Fig. 9. Bar graph Predicted aggregate for vowel “A”.
Consider the table with the collected values from PD patients as shown in tabular format.

<table>
<thead>
<tr>
<th>Attributes</th>
<th>A</th>
<th>E</th>
<th>I</th>
<th>O</th>
<th>U</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency</td>
<td>726.8</td>
<td>726.8</td>
<td>726.8</td>
<td>726.8</td>
<td>726.8</td>
</tr>
<tr>
<td>Magnitude</td>
<td>9984.2</td>
<td>13013.0</td>
<td>14254.9</td>
<td>18477.5</td>
<td>14401.3</td>
</tr>
<tr>
<td>Phase</td>
<td>-0.6</td>
<td>0.2</td>
<td>0.9</td>
<td>0.2</td>
<td>-0.6</td>
</tr>
</tbody>
</table>

Table 1. Aggregate value of all vowel shown in form of a table of some of the PD patients

**Probability:**

\[
P(X) = \frac{P(X)}{P(X) + P(Y)}
\]

\[
X=5 \\
Y=3
\]

\[
P(5) = \frac{5}{5+3} = \frac{5}{8} = 0.625
\]

Most probably query shows Parkinson Disease.

**Result:** The person may get PD 62.5% , that is more than 50%.

Consider the table with the collected values from non-PD patients as shown in tabular format.

<table>
<thead>
<tr>
<th>Attributes</th>
<th>A</th>
<th>E</th>
<th>I</th>
<th>O</th>
<th>U</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency</td>
<td>726.8</td>
<td>726.8</td>
<td>726.8</td>
<td>726.8</td>
<td>726.8</td>
</tr>
<tr>
<td>Magnitude</td>
<td>12867.0</td>
<td>11996.0</td>
<td>21149.0</td>
<td>4487.6</td>
<td>4126.8</td>
</tr>
<tr>
<td>Phase</td>
<td>0.0</td>
<td>0.5</td>
<td>1.0</td>
<td>-0.2</td>
<td>-1.4</td>
</tr>
</tbody>
</table>

Table 2. Aggregate value of all vowel shown in form of a table of some of the Non-PD patient.

**Probability:**

\[
P(X) = \frac{P(X)}{P(X) + P(Y)}
\]

\[
X=4 \\
Y=5
\]

\[
P(4) = \frac{4}{4+5} = \frac{4}{9} = 0.44
\]

**Result:** The person may not get PD 44% , that is less than 50%.

**Algorithm**

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Correctly Classified Instances</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bayes Net</td>
<td>70%</td>
</tr>
<tr>
<td>Naïve Bayes</td>
<td>83%</td>
</tr>
<tr>
<td>Logistics</td>
<td>100%</td>
</tr>
<tr>
<td>Simple Logistics</td>
<td>50%</td>
</tr>
<tr>
<td>KStar</td>
<td>100%</td>
</tr>
<tr>
<td>ADTree</td>
<td>100%</td>
</tr>
<tr>
<td>J48</td>
<td>92%</td>
</tr>
<tr>
<td>Random Forest</td>
<td>83.33%</td>
</tr>
</tbody>
</table>

The collected data for correctly classified was analyzed in various Data mining Algorithms, the results are shown in the following table.

Table 4 Correctly classified results.

IV. CONCLUSION
The PARKDIAG algorithm is the novel model for the diagnosis and prediction of PD. The tool is so simple and no special instruments are needed to analyze the data.
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