Digital Pre-Distorter Based On A Box Oriented Memory Polynomial Model and Optimized By Tabu Search Algorithm for Wimax Radio Frequency Power Amplifier

Harjinder Singh#1, Amandeep Singh Sappal#2

#1 Department of Electronics and Communication Engineering, Punjabi University, Patiala, India
#2 Department of Electronics and Communication Engineering, Punjabi University, Patiala, India

Abstract: Digital predistortion (DPD) technique is widely used to linearize a radio frequency power amplifier (PA). It is the fastest and cost effective digital processing technique to moderate the distortions in PA caused by nonlinearity and memory effects. Digital predistorter is inverse of the PA, so the design of a digital predistorter requires the accurate identification of PA’s behavior. This paper presents a box oriented memory polynomial DPD technique based on an indirect learning approach. The adjacent channel leakage ratio (ACLR), error vector magnitude (EVM) and number coefficients of the PA and digital predistorter are evaluated of the proposed model. The coefficients of PA and DPD are optimized iteratively in order to minimize the output PSD around the pre specified frequency. In the proposed work metaheuristic optimization algorithm called tabu search algorithm (TSA) is used to optimize the coefficients of PA and digital predistorter. This approach reduced the complexity and cost of DPD technique implementation. The TSA produces hopeful results for Worldwide Interoperability of Microwave Access (WiMAX) signal.
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I. INTRODUCTION

AM-AM and AM-PM characteristics of digital predistorter are inverse AM-AM and AM-PM characteristics of PA respectively. So, box oriented memory polynomial or memory polynomial is the best linearization technique to model digital predistorter as per PA [1-3, 11-13]. The predistorter coefficients can be estimated using direct learning or indirect learning architecture. System identification of the nonlinear physical system is not necessary in the indirect learning architecture as compared to direct learning architecture [12-14]. So, in this work indirect learning architecture has been used. Modern wireless communication systems like WiMAX, LTE, are continuously developing in data rate and bandwidth to support more users and provide more data services [1]. As the bandwidth increases, it poses rigorous requirements on the PA linearity, efficiency and memory effects. DPD technique is a widely used technique to compensate the nonlinearity and memory effect of radio frequency (RF) PA [15, 16]. To effectively developed DPD at first an accurate PA model must be developed and the nonlinear characteristics of the PA are accurately modeled, the cascade of DPD+PA can become linear [2,17,18]. After approximating the nonlinear part by a piecewise linear function, its coefficients are estimated by using TSA. The first section of this paper is introduction, second section describes box oriented memory polynomial modeling of PA and DPD, section third contains TSA and its explanation, simulation results are described in fourth section at the last conclusion[4,19].

II. Box Oriented Memory Polynomial Model

In this paper, the box oriented memory polynomial modeling of PA and DPD has been used. Memory polynomial model is one of the most popular choices for the behavioural of non-linear system with memory. The box oriented Memory Polynomial model implemented in the proposed work shown in figure 1.

![Figure 1: Box oriented Memory Polynomial model](image-url)
The expression for the output \((y(n))\) is given by [12]
\[
y(n) = \sum_{k=0}^{L} \sum_{i=0}^{K} c_{i,k} x(n - l) [x(n - l)]^i
\]  (1)

A memory polynomial model consists of a double summation over two parameters; the memory length \(L\) and the nonlinearity order \(K\), which account for the model’s flexibility where the signals \(x(n)\) and \((y(n))\) are the complex baseband input and output waveforms, respectively, and \(c_{i,k}\) represents the model’s coefficients. \(L\) represents memory length and \(K\) is the order of non-linearity.

**III. Tabu search algorithm**

Fred W. Gloverin formed TSA metaheuristic search method for optimization. TSA enhances the performance of local search by relaxing its basic rule [7,10]. It uses a local or neighborhood search procedure to move iteratively from one potential solution to an improved solution in the neighborhood of until some stopping criterion has been satisfied (generally, an attempt limit or a score threshold). The most important distinguishing property of TSA is the exploitation of adaptive forms of memory. So, the solutions admitted to the new neighborhood is determined through the use of memory structures [6,7].

These memory structures form can be classified a short term types of memory, Long-term types of memory and intermediate term types of memory but These memory structures form can overlap in practice. In Short term memory structures, potential solution appears on the tabu list cannot be revisited until it reaches an expiration point. Intermediate term memory structure intensification rules intended to bias the search towards promising areas of the search space. But in Long term, diversification rules that drive the search into new regions when the search becomes stuck in a plateau or a suboptimal dead end [6-8]. Using these memory structures, the search progresses by iteratively moving from the current solution to an improved solution. Within these categories, memory can further be differentiated by measures such as frequency and impact of changes made. Short term memory alone may be enough to achieve solution superior to those found by conventional local search methods, but intermediate and long-term structures are often necessary for solving harder problems. The flowchart of TS algorithm is shown in figure 2 [7-9].

![Flow chart of tabu search algorithm](image)

**Figure 2: Flow chart of tabu search algorithm**

The basic elements of TS are summarized as.

\(f\) real-valued function, \(S\) a given set, \(i\) current solution, \(j\) next solution, \(i^*\) the best solution, \(k\) the iteration counter, \(N(i)\) neighborhood, \(j = i \oplus m\) a notation applied to \(i\) in order to obtain a new solution \(j\).

\(V^*\) a Generated subset \(V^*\) of solution in \(N(i)\), \(m\) tabu move applied to a current solution \(i\), \(T\) tabu list, \(T_r\) several lists at a time, \(t_r\) some constituents of \(i\) or of \(m\) currently not allowed to be involved in a move, \(a(i,m)\) an aspiration level which is better than a threshold value \(A(i,m)\) and \(a_r(i,m)\) \(\in A_r(i,m)\) conditions of aspiration. TSA can be directly applied to virtually any kind of optimization problem, most of these problems in the following form, where “optimize” means to minimize or maximize. Optimize \(f(x)\)

Subject to \(x \in X\) [7,10].

The function \(f(x)\) may be linear, nonlinear or even stochastic, and the set \(X\) summarizes constraints on the vector of decision variables \(x\). The constraints may
similarly include linear, nonlinear or stochastic inequalities, and may compel all or some components of \( x \) to receive discrete values. The TSA with a simple descent method is to minimize \( f(x) \). The final \( x \) obtained by a descent method is called a local optimum, since it is at least as good as or better than all solutions in its neighborhood. Given a matrix of weights \( E = \{ e_{ij} \}_{mn} \), the linear ordering problem (LOP) consists of finding a permutation \( p \) of the columns (and rows) in order to maximize the sum of the weights in the upper triangle \([8,9]\). In mathematical terms, it can be written as:

\[
C_E(p) = \sum_{i=1}^{m-1} \sum_{j=i+1}^{m} e_{p_i,p_j}
\]

In this equation \( p_i \) is the index of the column (and row) in position \( i \) in the permutation. Note that in the LOP, the permutation \( p \) provides the ordering of both the columns and the rows. The TSA emphasis on adaptive memory makes it possible to exploit the types of strategies that underlie the best of human problem-solving, instead of being confined to mimicking the processes found in lower orders of natural phenomena and behavior \([6-9]\).

The following pseudocode presents for the TS algorithm as described above \([6-8]\).

**Tabu search**

Step 1. choose an initial solution \( i \) in \( S \). Set \( i^* = i \) and \( k = 1 \).

Step 2. Set \( k = k + 1 \) and generate a subset \( \mathcal{V} \) of solution in \( N(i,k) \) such that either one of the tabu conditions \( t_r(i,m) \in T_r \) is violated \((r = 1, \ldots, t)\) or at least one of the aspiration conditions \( a_r(i,m) \in A_r(i,m) \) holds \((r = 1, \ldots, a)\).

Step 3. Choose a best \( j = i \oplus m \) in \( \mathcal{V} \) (with respect to \( f \)) and set \( i = j \).

Step 4. If \( f(i) < f(i^*) \) then set \( i^* = i \).

Step 5. Update tabu and aspiration conditions.

Step 6. If a stopping condition is met then stops. Else go to Step 2.

TSA kept the information on the itinerary through the last solutions visited. Such information will be used to guide the move from \( i \) to the next solution \( j \) to be chosen in \( N(i) \). The role of the memory will be to restrict the choice to some subset of \( N(i) \) by forbidding for instance moves to some neighbor solutions. This systematic use of memory is an essential feature of TSA. While most exploration methods keep in memory essentially the value \( f(i^*) \) of the best solution \( i^* \) visited so far, If such a memory is introduced, consider that the structure of \( N(i) \) will depend upon the program and hence upon the iteration \( k \); so it may refer to \( N(i,k) \) instead of \( N(i) \).

There will describe the exploration process in \( S \) in terms of moves from one solution to the next. For each solution \( i \) in \( S \), define \( M(i) \) as the set of moves which can be applied to \( i \) in order to obtain a new solution \( j \) \((j = i \oplus m)\) \([7-9]\).

A tabu list \( T \) of the last \( |T| \) solutions visited will prevent cycles of size at most \( |T| \). So instead of keeping a list \( T \) of the last \( |T| \) solutions visited, it may simply keep track of the last \( |T| \) moves or of the last \( |T| \) reverse moves associated with the moves actually performed. When a number of lists \( T_r \) at a time, then some constituents \( t_r \) (of \( i \) or of \( m \)) will be given a tabu status to indicate that these constituents are currently not allowed to be involved in a move. So a collection of tabu conditions formulate as follows \((r = 1, \ldots, t)\) \([8-10]\):

\[
t_r(i,m) \in T_r
\]

A move \( m \) (applied to a solution \( i \)) will be a tabu move if all conditions are satisfied an aspiration level \( a(i,m) \) which is better than a threshold value \( A(i,m) \). Generally \( A(i,m) \) can be viewed as a set of preferred values for a function \( a(i,m) \). So conditions of aspiration can be written in the form \((r = 1, \ldots, t)\):

\[
a_r(i,m) \in A_r(i,m)
\]

If at least one of these conditions is satisfied by the tabu move \( m \) applied to \( i \), then \( m \) will be accepted (in spite of its status). TSA algorithm can be terminated, after a fixed number of iterations or after some number of iterations without an improvement in the objective function value or when the objective reaches a pre-specified threshold value \([6-9]\).
IV. Simulation Results

To validate the performance of the TSA, the PA and DPD was modeled using the memory polynomial model given by equation 1. All the characteristics of proposed algorithms for PA and DPD have been measured by sweeping value of memory length $L$ between 1 to 5 and the nonlinearity order $K$ between 2 to 7 in memory polynomial.

PA modeling using TSA

Figure 3 and figure 4 shows the AM-AM characteristics and the AM-PM characteristics respectively of actual PA and proposed TSA PA model, the characteristics curve of proposed TSA PA model is tried to follow the characteristics of actual PA. This shows the accuracy of the modeling in terms of AM-AM and AM-PM characteristics.

Figure 5 shows the power spectral density diagram of actual PA and proposed TSA PA model, due to PA memory and non-linear effects, the spectrum of output signal has expanded.

![Figure 5: Power spectral density of actual and proposed TSA PA model](image)

Table 1: Measurements of actual PA and proposed TSA modeled PA

<table>
<thead>
<tr>
<th>Type</th>
<th>Adjacent Channel Leakage Ratio (dB)</th>
<th>Error Vector Magnitude (dB)</th>
<th>Memory Length</th>
<th>Nonlinear Order</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual PA</td>
<td>Low: 53.17, 28.28, 29.04, 54.01</td>
<td>Low: 24.2, 4, 5, 1</td>
<td>2</td>
<td>4, 7</td>
</tr>
<tr>
<td>TSA PA</td>
<td>Low: 55.04, 29.1, 28.6, 55.1</td>
<td>Low: 25.1, 2</td>
<td>4</td>
<td></td>
</tr>
</tbody>
</table>

From table 1, it has been concluded that all ACLRs of TSA modeled PA have closer to the ACLRs of actual PA. For TSA PA model, the values of memory length
and the nonlinearity order \( K \) are 4 and 7 respectively so, the no of coefficients are 28 in TSA PA model. The EVM of actual PA and TSA are -24.28 and -25.12 respectively, so the EVM of TSA PA model (-25.12) is also closer to EVM of actual PA (-24.28).

**DPD modeling using TSA**

Figure 6 shows the inverse AM-AM characteristics of actual PA and proposed TSA DPD model. The characteristics curves of proposed TSA modeled digital predistorter is tried to follow the inverse characteristics of actual PA, this shows the accuracy of the modeled TSA digital predistorter.

![Figure 6: AM-AM characteristics for proposed TSA PA model and inverse AM-AM characteristics of actual PA](image)

**Table 2: DPD Performance Metrics using using proposed TSA modeled DPD**

<table>
<thead>
<tr>
<th>Type</th>
<th>Adjacent Channel Leakage Ratio (dB)</th>
<th>Error Vector Magnitude (dB)</th>
<th>Memory Length</th>
<th>Non linear Order</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual PA</td>
<td>Lower Channel 2 53.1 7</td>
<td>Upper Channel 1 28.2 8</td>
<td>Upper Channel 1 29.0 4</td>
<td>Upper Channel 2 54.0 1</td>
</tr>
<tr>
<td>TSA DPD</td>
<td>80.3 2</td>
<td>56.6 2</td>
<td>57.1 7</td>
<td>81.2 7</td>
</tr>
</tbody>
</table>

From table 2, it has been concluded that the improvement in all ACLRs (Lower Channel 2 (27.15dB), Lower Channel 1 (28.34dB), Upper Channel 1 (28.13dB) and Upper Channel 2 (27.26dB)) of TSA digital predistorter with respect to the actual PA all ACLRs. For TSA DPD model, the values of memory length \( L \) and the nonlinearity order \( K \) are 4 and 7 respectively so, the no of coefficients are 28 in TSA DPD model. The EVM of actual PA and TSA PA model are -24.28 and -28.31 respectively, so the EVM (-4.03dB) of TSA DPD model has been improved with respect to the EVM of actual PA.

**Conclusion**

The PA and DPD model extraction solution based on a metaheuristic optimization algorithm shows the sovereignty of TSA. The performance of proposed algorithm was tested on a wideband power amplifier working for a WiMAX communication system. The PA results show the ACLR and EVM of modeled PA are very close to the actual PA, this shows the accuracy of proposed PA model. The DPD results concluded that 27-28 dB improvement in ACLR and EVM has also improved. The number of coefficients is also less in proposed PA and DPD model.

The performance comparison of the proposed TSA digital predistorters based on ACLR (dB), EVM (dB), memory length and non linear order can be inferred from table 2. The ACLRs of modeled digital predistorter using TSA is Lower Channel 2 (80.32), Lower Channel 1 (56.62), Upper Channel 1 (57.17) and Upper Channel 2 (81.27). The ACLRs of actual PA are Lower Channel 2 (53.17), Lower Channel 1 (28.28), Upper Channel 1 (29.04) and Upper Channel 2 (54.01).
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