An Inference of current techniques in retinal hemorrhage detection  
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Abstract- Diabetic retinopathy is the major reason for loss of eyesight in recent years. Studies are going on for the earlier detection of diabetic retinopathy symptoms. One of the symptoms of DR is retinal hemorrhage caused due to the leakage of blood vessels. Earlier identification of retinal hemorrhages ensures the right clinical attention for prolonged eyesight in diabetic patients. Different automated screening systems have been developed for the non-invasive detection of DR symptoms. In this paper an attempt is been made to review the existing algorithms developed for automated hemorrhage detection.
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I. INTRODUCTION

The detection of hemorrhages as shown in Fig. 1 is one of the important method for the early diagnosis of diabetic retinopathy (DR). Patients with diabetes may develop a medical condition in which the fluid from blood vessels leak and the retina gets damaged. This condition is called Diabetic Retinopathy. Early diagnosis of DR can help reduce the occurrence of blindness. Two stages of DR are initial proliferative stage and advanced non proliferative stage. Symptoms such as cotton wool spots, drusen, exudates, hemorrhages, microaneurysms etc. develop in the initial proliferative stage and abnormal blood vessels may develop, during the advanced non proliferative stage. Symptoms are less noticeable during the proliferative stage and chances of misinterpreting a DR affected eye as a healthy eye are more. This triggers the need of automated screening methods for the correct interpretation of fundus image. A number of different approaches are employed so far to detect exudates, hemorrhages, and microaneurysms occurring due to DR. The lesion based approach uses many morphological based approach uses many morphological operations to identify candidate lesions and count them.

Fig. 1 Retinal Hemorrhage

The drawback of the method is the size of lesion is large, which makes the shape modeling, a challenge. In the pixel based approach, features are extracted from each pixel and soft labels are assigned accordingly. This indicates the possibility that the pixel can be a portion of the target object. Abnormal pixels are then combined into objects. Splat based classification is another advanced technique used to detect hemorrhages.

Splats can be defined as collection of pixel with similar color and spatial location. Under the splat based supervised approach, the entire retinal color images are partitioned into non overlapping segments.

A set of features are extracted from each splat with respect to the surroundings, its characteristics are described. The response from a variety of filter bank, interactions with neighboring splats, shape and texture information are also considered.

II. RELATED WORKS

A. Image enhancement

Based on the current methodologies some of the existing works have been reviewed here.
Figure 2 show the steps involved in hemorrhage detection process.

Yuji hatanaka et. al.[1] in their paper on improvement of automated detection method of hemorrhages in fundus image took 145 fundus images from which 87 images of 1600 x 1600 pixels, 24 bit colour. Also 58 fundus images of 2800 x 2800 pixels, 24 bit colour. All the images were reduced to 640 x 640 pixels. Change in colour of fundus image due to flash light used while taking the image was reduced using hue saturation value space. The brightness correction is performed using the equation. 

$$Bc(i, j) = \sqrt{1 - (V(i, j) - 1)^2} \quad (1)$$

The RGB values are corrected using this equation. Further gamma correction for a gamma value of 1.5 can be used get a normalized image. The green channel was extracted and the images were converted to gray scale.

Akhilesh Sharma et. al. [3] in their paper on dynamic thresholding technique for detection of hemorrhages in retinal images took ten samples of fundus images from the publicly available DIARETDB1 database. The green channel is extracted from RGB in order to extract the hemorrhage features with more accuracy and finally to gray channel with intensity range 0-255. The salt and pepper noise was removed using 3 x3 median filter and edges were preserved. The image was inverted to brighten the blood vessel and hemorrhage from background. For further contrast enhancement CLAHE algorithm was utilized.

Sergio Bartolen Junior et. al.[16] in their paper named Automatic detection of microaneurysms and hemorrhages in colour eye fundus images did enhancement by the application of Alternating Sequential Filtering to estimate the background of preprocessed image by equation

$$f3 = \theta^{(nB)}\left(\phi^{(2B)}\left(\gamma^{(B)}(f2)\right)\right) \quad (2)$$

ASF operation was performed in 3 iteration with structuring element B of radius 5 pixels. Later image obtained from CLAHE was subtracted from image of ASF to obtain an intensity inverted image. The high intensity structures were eliminated and result was assigned to image f4 by equation

$$f4 = f3 - f2 \quad (3)$$

The low contrast of f4 were eliminated using H-minima transform by equation

$$f5 = H\min\mu_{hl}(f4) = R_{hl}(f4 + h) \quad (4)$$

Image f5 was binarized using Rmin by equation

$$f6 = \min\mu_{hl}(f5) = R_{hl}h(1) - f5 \quad (5)$$

Asra Ashraf et. al.[17] in their paper on detection of retinal whitening, cotton wool spots and retinal hemorrhages for diagnosis of malarial, identified retinal whitening and cotton wool spot as enhancement process. To localize whitening regions the colored image were split into RGB and Hue saturation intensity components. Using an 80 * 80 window, OD was removed and by applying mean based thresholding images were segregated. The features were extracted based on shape, color, statistical and grey scale from all thresholded regions. 48 features were selected and top 5 features were selected among 48. CWS were seen either as segregated in fundus image or with different lesions like hemorrhage and hard exudates [20]. For identifying this, vessels were eliminated by applying morphological closing operation; A disc shaped mask with radius 11 was applied to green channel median filtered image [21]. For enhancement of CWS Gabor wavelet was used. Otsus Algorithm [22] was used to get a binary image. It contain enhanced bright region and high contrast region.

Garima Gupta et. al.[18] in their paper on detection of retinal hemorrhages in the presence of blood vessels constructed a multiscale morphological pyramid Π in which the zeroth level of pyramid represent the opening of green channel Ig & each following level stores a successive opening with re-sampling. Multiscale morphological opening pyramid was used for homogenizing the freckled texture within the hemorrhage & to improve the edge definition of object of interest.

Giri Babu Kaande et.al.[19] in their work on Automatic Detection of Microaneurysms and Hemorrhages in Digital Fundus Images used the concept of matched filter detection detecting red lesions. To enhance the red lesions the two dimensional matched filter kernel was designed to convolve with original image & is expressed as

$$f(x, y) = -\exp\left(-\frac{x^2}{2\sigma^2}\right) |y| \leq L/2 \quad (6)$$

Fig. 2 Methodolgy
A set of 12, 15 x 15 pixels kernels were applied \( \sigma = 1.5 \) & \( L = 9 \) were used in this experiment. Along with red lesion contrast of image were also enhanced.

Yuji Hatanaka et. al.[5] used fundus image which were digitized to an array of 1600 x 1600 pixels. Later the scale of matrix was reduced to 640 pixels. Gray scale images were obtained by extracting green component. Histogram equalization was done to enhance brightness & noise was removed using smoothing process. Also, optic nerve head was highlighted & p-tile technique was used.

### B. Image enhancement

Yuji hatanaka et. al.[1] proposed p-tile thresholding method[4] to extract optic nerve head. Density analysis[5] was used to detect blood vessels and hemorrhages were two smooth images were made using mask of 3 x 3 and 9 x 9 pixels. The differences between pixel values were calculated and blood vessels and hemorrhages were detected. Finally, the blood vessels connected with the optic nerve head were detected and removed. A thinning technique was also used to eliminate the incorrectly detected blood vessels.

Li Tang et. al. [2] in their experiment used image over- segmentation [6] to split the image plane into splats of homogeneous colors. The gradient magnitude of input image at scales optimal for localization of vessel boundaries were calculated using the equation

\[
| \nabla I(x; y; \sigma) | = \sqrt{I_x^2 + I_y^2}
\]

The maxima of the gradient magnitudes were applied to the watershed [7] to produce splats

\[
G(x; y) = \max_{\sigma} | \nabla I(x; y; \sigma) |
\]

To detect hemorrhage, the mean colour within the splat p was calculated in six colours namely R,G,B, dark-bright, red-green and blue-yellow [8] using the equation

\[
f_p^g = \frac{1}{\Omega_p} \sum_{(x,y) \in \Omega_p} I_c(x,y)
\]

The intensity variation was also considered along with the absolute mean colour for which the difference between the Gaussian smooth image and original image was computed at number of scales \( \sigma = (0.5, 1, 2, 4, 8, 16) \). There is an additional feature \( f_p^g \) in the mean difference which was computed for all colour components using the equation

\[
f_p^g = \frac{1}{\Omega_p} \int_{\omega_p} (G_x * I(x, y) - I(x, y))d(x, y)
\]

Akhilesh Sharma et. al.[3] in their experiment removed the background using shade correction method. A 33 x 33 median filter was used to estimate the background and subtract from CLAHE output to make the background zero. The resultant output will be the image with only the blood vessels and hemorrhage. The dynamic thresholding technique [9][10] was used to discriminate foreground and background based on intensity difference. The gray scale image was converted to binary and one value was assigned to the foreground and another value was assigned to the background.

Sergio Bortolin Junior et. al.[16] performed ASF for detection of blood vessel on CLAHE image with one iteration. They used a disc shaped structuring element with radius of 3 pixels by equation

\[
f_7 = \gamma^{(nB)}(\gamma^{(2B)}(\gamma^{(B)}(f2)))
\]

The next image was obtained by subtracting CLAHE image from f 7 by equation

\[
f_8 = f_7 - f_2
\]

For detection of blood vessel, morphological opening was performed 12 times on f8 with 12 different angles ranging 15 degrees to each structuring element [23]. Finally 12 images were added to obtain f8 with sketches of blood vessel by equation

\[
f_9 = \sum_{i=1}^{n} \gamma^{(iB)}(f_8 + \gamma^{(iB+1)}f_8 + \ldots + \gamma^{(Bn)})
\]

Diamond shaped structuring element with radius 1 pixel was used for detection of blood vessel by a morphological reconstruction by dilation R with equation

\[
f_{10} = R_{fs}(f_9)
\]

Finally f10 with detected blood vessel was binarized using RMIN with equation. For elimination of blood vessel the following equation was used

\[
f_{11} = RMIN(f_{10})
\]
Asra Ashraf et.al.[17] used computer aided frame work to locate the presence of hemorrhage in fundus image, where at first non uniform illumination & local contrast variability was removed from the image. Adaptive threshold method was used for detecting candidate hemorrhage. Multilayered thresholding was used for extraction of small 7 large vessels & morphological erosion for removal of false region.

Garima Gupta et. al.[18] used an iterative intensity based region growing in which each iteration the region adds neighbor pixels with intensity within certain limit from current region mean. At each scale of the multiscale morphological pyramid $\Pi$, local contrast was estimated & normalized by dividing background ($B_{gt}$) from $H_{gt}$. This image enabled the use of contrast parameter for contrast, while region growing. For restriction of growth of vessel seeds into branches & bends, a stopping criteria was set based on displacement of center of mass of currently growing region. They conducted morphological tests for rejection of vascular false alarm, based on 5 properties such as eccentricity, width, elongation, aspect ratio & truncation. Elongation was defined as the standard deviation of euclidean distance of perimeter pixel from centroid of candidate. Truncation (VTR) was quantified by number of pixels removed by morphological opening. Giri Babu Kande et.al.[19] employed entropy based thresholding algorithm, to extract the enhanced red lesion segment in matched filter response. In this algorithm spatial distribution of grey level was used. The thresholding was used to minimize the discrepancy between co-occurrence matrix of original image & that of binarized image. Due to narrow intensity distribution of dark areas, co-occurrence matrix of dark region had narrow peaks & using the thresholding technique all red lesions were kept along with blood vessel. For effective detection of red lesion, the thresholded image was suppressed. Morphological top-hat transform was used for suppression of image. It was based on morphological opening of the image. 12 rotated structuring elements were used with radii of 15 degree. To set red lesion segment top hat transformed image was subtracted from relative entropy thresholded image.

Yuji Hatanaka et. al.[1] used feature analysis to eliminate false positives. Five pixels along each coordinate axes were extended to define a minimum rectangular region. To determine the contrast, the ratio of average pixel values inside and outside the hemorrhage candidate were considered. Also, they employed a cascade classification process to eliminate the False Positives (FPs) considering 45 features.

A total of 15 features were extracted from the rectangular regions from which 12 features were calculated from the co-occurrence matrix [11], 2 features from gray-level difference statistics [16], and one feature using extrema method. The extracted features were calculated in the rectangular regions for red, green, and blue-bit images. Finally, 3 Mahalanobis distance (MD) classifiers were trained and designed with the these 15 features to eliminate the FPs.

Li Tang et. al [2] extracted a feature vector for each of the training sample (splits). Each feature is normalized to zero mean and unit variance. Decision boundary was set to separate blood and non blood regions. Using a trained classifier, label was assigned for splats based on set of feature values extracted from test samples. Automated vessel segmentation technique [13] was used to remove the connected vasculature from the separated blood splats. The remaining objects were considered as possible hemorrhages.

A KNN classifier with a value of $k=101$ gave a satisfactory result [14]. Sequential forward selection (SFS) was used to find the subset of most features. The area under the ROC curve was taken as the criterion function. Out of 42 features, only 7 were selected, which are 7 extracted from green, blue and dark-bright. These seven features were extracted for splat based feature classification. The testing stage was fully automatic. When each splat was determined, hemorrhage likeness map $P_{blood}$ can be created for each testing image. $P_{blood}$ was threshold to produce to binary image to determine hemorrhage location. To determine threshold, mean hemorrhage likeness of blood vessel splats $P_{blood}$ was examined. This gives mean probability value of blood splats that can be detected at a certain threshold. A probability value of 0.88 gives good separability. By removing vessel splats remaining response indicate presence of hemorrhage. The Hemorrhage index is computed as mean probability of hemorrhage splats by area of largest hemorrhage.

Akhilesh Sharma et. al. [3] proposed Morphological white top hat transform for blood vascular extraction. To detect those objects which are brighter than the background pixels and also where the structuring element gets fit, they

C. Image feature extraction and classification

Yuji hatanaka et. al.[1] used feature analysis to eliminate false positives. Five pixels along each coordinate axes were extended to define a minimum rectangular region. To determine the contrast, the ratio of average pixel values inside and outside the hemorrhage candidate were considered. Also, they employed a cascade classification process to eliminate the False Positives (FPs) considering 45 features.

A total of 15 features were extracted from the rectangular regions from which 12 features were calculated from the co-occurrence matrix [11], 2 features from gray-level difference statistics [16], and one feature using extrema method. The extracted features were calculated in the rectangular regions for red, green, and blue-bit images. Finally, 3 Mahalanobis distance (MD) classifiers were trained and designed with the these 15 features to eliminate the FPs.

Li Tang et. al [2] extracted a feature vector for each of the training sample (splits). Each feature is normalized to zero mean and unit variance. Decision boundary was set to separate blood and non blood regions. Using a trained classifier, label was assigned for splats based on set of feature values extracted from test samples. Automated vessel segmentation technique [13] was used to remove the connected vasculature from the separated blood splats. The remaining objects were considered as possible hemorrhages.

A KNN classifier with a value of $k=101$ gave a satisfactory result [14]. Sequential forward selection (SFS) was used to find the subset of most features. The area under the ROC curve was taken as the criterion function. Out of 42 features, only 7 were selected, which are 7 extracted from green, blue and dark-bright. These seven features were extracted for splat based feature classification. The testing stage was fully automatic. When each splat was determined, hemorrhage likeness map $P_{blood}$ can be created for each testing image. $P_{blood}$ was threshold to produce to binary image to determine hemorrhage location. To determine threshold, mean hemorrhage likeness of blood vessel splats $P_{blood}$ was examined. This gives mean probability value of blood splats that can be detected at a certain threshold. A probability value of 0.88 gives good separability. By removing vessel splats remaining response indicate presence of hemorrhage. The Hemorrhage index is computed as mean probability of hemorrhage splats by area of largest hemorrhage.

Akhilesh Sharma et. al. [3] proposed Morphological white top hat transform for blood vascular extraction. To detect those objects which are brighter than the background pixels and also where the structuring element gets fit, they
used ‘White top hat’ transform. So for blood vessel architecture estimation, a small sized ball type structuring element was used on CLAHE image that was extracted. White top hat transform \( W \) on image \( I \) with structuring element \( S \) was implemented by

\[
W = I(\text{IoS})
\]  

(16)

Where \( o \) is the morphological opening.

Morphological opening helps to retain objects, that fits within the structuring element and eliminates objects which do not fit. Since the blood vessel possess a linear structure, so in-order to open the image, a size 15, linear structuring element was used and rotated at an angle of 10 degree for covering the entire image. The max of all image will result in blood vessel architecture as final output.

For extracting fovea, Akhilesh Sharma et. al.[3] used the method proposed by Kovacs et. al [15] i.e. median filter was applied on green channel to generate images with shade correction. The Image was converted to binary Image by assigning 0 to background and 1 to foreground. The fovea can be determined as a big sized object by employing label connectivity as well as thresholding. The image obtained was subtracted from the previous output which resulted in a fovea removed image.

Small vessels were removed by morphological opening with structural element of small size resulting only the hemorrhage candidates.

Sergio Bortolin Junior et. al.[16] described elimination of fovea as the last stage of his proposed method [new 23]. For that at first binary image called fovea center with only pixel value 1 was identified as center of fovea. Then morphological dilation was performed with radius of 25 pixel. The result was assigned as \( f_{13} \) as equation

\[
f_{13} = \delta^{(B)}(\text{FoveaCenter})
\]  

(17)

Then fovea was removed by subtracting \( f_{13} \) from \( f_{12} \) as equation

\[
f_{14} = f_{12} - f_{13}
\]  

(18)

For refining final image, morphological operation was done on \( f_{14} \) & obtained \( f_{15} \) as equation

\[
f_{15} = \delta^{(B)}\left(\gamma^{(B)}(\text{FILL}(f_{14}))\right)
\]  

(19)

Finally a mask by DIARETDBI was applied to remove the area outside the retina by equation

\[
f_{16}(x,y) = \begin{cases} 0 & \text{if } \text{mask}(x,y) = 0 \\ f_{15}(x,y) & \text{otherwise} \end{cases}
\]  

(20)

& obtained a final image \( f_{16} \) with microaneurysms & hemorrhage.

Asra Ashraf et. al.[17] considered SVM as a good classifier. SVM used complete feature vector as input & grades the region in two classes based on 50% training & 50% testing data. KNN classifier & decision tree classifier was also used for classification.

Garima Gupta et. al.[18] used top hat morphological operation with linear structuring element rotated in different orientation at a resolution of 10 degree to find the location of the candidate. These pixels removed in more than 5 orientation belong to non curvilinear part of candidate. Here confidence scores were assigned to each candidate ranging from 0 to 1. A set of features were extracted & mapping was done between feature values to confidence score[23]. A set of feature based on transverse profile modeling of candidate centerline were computed. Gaussian function was used to model transverse profile of candidate. All the feature extracted were aimed at discriminating candidate with vascular structure from thick flames & hemorrhage.

Giri Babu Kande et. al.[19] used SVM classifier which was based on structural risk minimization. Here the input vector was mapped to high dimensional feature space by choosing nonlinear mapping kernel. The optimal separating hyper-plane is given by equation.

\[
f(x) = \text{sgn}\left(\sum_{i=1}^{l} y_i\alpha_i K(x_i, x) + b\right)
\]  

(21)

To improve the performance, 12 features from the co-occurrence matrix namely angular second moment, contrast, correlation, sum of squares, inverse difference moment, sum average, sum variance, sum entropy, entropy difference variance, difference entropy, & information measurement for correlation were calculated to classify candidate red lesion are & non red lesion areas.

Yuji Hatanaka et. al.[5] selected the threshold value to detect the vessels. The center lines were extracted by using thinning technique. Then center lines with large area were extracted to extract hemorrhage. To eliminate any remaining false positives length to width ratio was evaluated. For incorrectly detected vessel this value was small.

For detecting exudates fundus image were smoothed by 37 x 3 pixels. Then difference in pixel value were calculated. Segmentation of exudates were done by thresholding technique. Finally, exudates were eliminated. Minimum region that surrounds hemorrhage & exudates extend beyond 5 pixel along X & Y axis. The average value inside &
outside the region were calculated to determine the contrast. Finally 13 features were selected and

<table>
<thead>
<tr>
<th>Table I</th>
<th>Comparison of Various Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Author</td>
<td>Total Images</td>
</tr>
<tr>
<td>Li. Tang et. al.[2]</td>
<td>20</td>
</tr>
<tr>
<td>YujiHatanaka et. al.[11]</td>
<td>125</td>
</tr>
<tr>
<td>Akhilesh et. al[3]</td>
<td>10</td>
</tr>
<tr>
<td>S.B.Junior et. al.[16]</td>
<td>84</td>
</tr>
<tr>
<td>Asra Ashraf et. al.[17]</td>
<td>462</td>
</tr>
<tr>
<td>GarimaGupta et. al.[18]</td>
<td>191</td>
</tr>
<tr>
<td>G.B.Kande et. al.[19]</td>
<td>69</td>
</tr>
<tr>
<td>Yuji hatanaka et. al.[5]</td>
<td>119</td>
</tr>
</tbody>
</table>

calculated in the rectangular region to eliminate false positives by a rule based method[24][25][26].

III. PERFORMANCE OF THE ALGORITHMS (Results)

The results were compared and the strength of the classifier was calculated based on the parameters sensitivity,specificity and accuracy. Table 1 shows the comparison of the 8 papers studied for this review. The parameters reviewed are

\[
Sensitivity = \frac{True\ Positive}{True\ Positive + False\ Negative} \quad (22)
\]

\[
Specificity = \frac{True\ Negative}{True\ Negative + False\ Positive} \quad (23)
\]

\[
Accuracy = \frac{TP + TN}{TP + FP + TN + FN} \quad (24)
\]
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IV. CONCLUSION

Diabetic retinopathy, which is a major cause of blindness can be brought to control if detected at an initial stage. This paper makes an attempt to compare different techniques used at the three stages of detection process. More than 15 features were extracted and studied by different authors. A comparison based on sensitivity, specificity and accuracy is included to determine the strength of the classifiers used. More number of features can be considered to increase the strength of classifier.
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