Predict Stock Market's Fluctuating Behaviour: Role of Investor's Sentiments on Stock Market Performance
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Abstract - Long term historical records of the stock markets are widely used in technical research to define, understand and analyze stock market's time series trends and patterns which can be used to generate huge profits during trading sessions. Even though, technical analysis using different technical measures have been shown to be helpful in forecasting market patterns, formulating specific trading rules is a challenging task. In this research paper, we have tried to analyze investor's sentiments considering US presidential elections and effects of Covid 19 as an explicit fluctuating factor affecting stock market performance. In addition to this, in this research work, we have tried to identify correct and better trading rules and trading points, technical indicators to be considered using mathematical formulations, to determine when to buy or sell stocks. Thus, given dynamically varying stock market behaviour in high frequency trading environment, it is important to integrate market sentiments into forecasting operations. This paper combines sentiments into stock forecasting model using the log bilinear (LBL) model for short term stock market's sentiment pattern learning and recurrent neural (RNN) for long term sentiments pattern learning which achieves better performance then deep learning based stock price forecasting existing methodologies.
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I. INTRODUCTION

The movement of stock prices is related to different aspects like company's profile, including government policies, inflation rates and economic conditions. A popular methodology used for stock market forecasts in financial engineering[1] is a technical analysis that uses mathematical formulas and graphs known as technical indicators to evaluate stock price fluctuations, with the purpose of identifying patterns that are used for profitable trade gains. The success of stock trading depends largely on getting the exact time to sell or purchase stocks. It is very difficult to anticipate, despite developments in technical analysis of stock prices and trading points. According to the Efficient Market Hypothesis, Fundamental analysis or technical analysis does not lead, to higher Returns on Investments (ROI)[2-5], which are consistently above average. Computer science studies are concerned with the examination of non-conventional metrics or external variables that assist in the analysis of the stock market[6]. Research focused primarily on exploring native parameters, real-life social networking sites[7], investor sentiments[8,38], news articles search engines [9-11]. Considering Covid 19 as an explicit factor for stock market performance fluctuations, Initially Chinese stock market affected a lot during the month of December 2019. However the Republic of China has recovered from this epidemic and its economy has substantially benefited from what it was in December 2019. In[13], small-medium-sized companies have been shown to be significantly affected by the pandemic as the Chinese stock index has almost fallen by 8 percent on 3 February[37]. Whereas, RIL - Reliance stock prices increased with Facebook and Google have obtained certain percentage of it's stake during COVID19 pandemic. Now, US presidential elections is also playing major role as investor's sentiments varies over time. This shows capturing market sentiment is the key in building efficient stock forecasting model. Literature survey shows the conventional machine learning algorithms as, support vector machine(SVM), neural network(NN), random forest(RF) based stock predictive models are not efficient when...
behavior is dynamic for a single session or a day. In addition to this, dynamic nature of stock market can be captured using deep learning methods such as RNN with gated recurrent and LSTM[36-38], convolution NN, deep NN[39-40], general adversary network. Deep learning models plays very important role in modeling long term sentiment behavior, but cannot capture short term market sentiment behavior. As per our knowledge, no prior work has considered modeling both long and short term sentiment context (LSSC) together in stock price forecasting.

**II. LITERATURE SURVEY**

This section presents survey of existing stocks price prediction methodologies using existing machine learning (ML) and deep learning techniques. Recently machine learning (ML) techniques have played an important role in most of the areas especially in some of the complicated applications, it includes various methodologies. In general, optimization is the key in building efficient forecasting models. NN[18],reinforcement learning(RL) [20].Neural Networks are recently widely utilized ML methodologies. ML modern methods in various domains, for example speech recognition, image classification , various predictive models and Natural language processing(NLP) are designed using either RNN or Convolution Neural Networks (CNN), modified back propagation neural networks (MBNN) [24]. Some research showed LSTM (Long Short Term Memory) networks [21,24,28] outclassed random forests (RF) and Deep Neural Networks. In [22] explained an RL methodologies using recurrent neural network architecture for addressing gradient descent problems during training process. Correspondingly, [23] designed mechanism for the forecasting error loss and direction forecasting loss. This architecture is known as GAN-FD for loss of path prediction and loss of prediction error . For better stock price estimation, the GAN-FD uses CNN and LSTM [24-27]. Nevertheless the simulation of short-term and long-term business behavioural dynamics does not achieve successful learning tradeoffs. Therefore, GAN-FD fails considerably when the market’s behaviors are highly volatile in nature. Further, market's short-term and long-term sentiment pattern is not considered. For building efficient stock price forecasting model it is important to consider dynamically varying market sentiments.

**A. Findings, Gaps & Limitations**

1. Existing stock Forecasting models fails to consider long and short term market variance context in design and mathematical modeling of the stock predictive models.

2. Most of existing stock price forecasting models under highly volatile nature of stock market are designed using implicit data and very limited work is carried out considering explicit data.

3. Existing stock forecasting models do not consider session variance between feature-sets that plays major role in improving prediction accuracies.

4. Explicit data plays very important role in predicting investor's sentiment in highly volatile uncertain stock market environment. As investor's sentiments varies over time, market performance also varies. This issue needs to be addressed.

**III. RESEARCH MOTIVATION**

This motivated the research work to consider investor's sentiment as an external feature for improving stock market price prediction and to indicate when to buy or sell stocks. This paper presents sentiment conscious stock forecasting model(SCSPF) combining both short and long term sentiment features. First, the work carried out sentiment analysis on twitter dataset and marked it as “0” shows negative sentiment and “1” shows positive sentiment, technical indicators considered based on polarity, subjectivity of the sentiments. Then, this sentiment forecasted data is added to the stock information dataset and is trained using SCSPF. The SCSPF is built by combining both RNN and LBL which captures long-term market features and short-term market features respectively. Thus, proposed Sentiment Conscious SC-RNN-LBL model can be used for predicting stock market patterns based on current market sentiments. Our main focus is on volatility modeling, time series in finance [14] and one main vital advantage of volatility modeling in TSF is, it's relevant for finance market practitioners and academic researchers.

**A. Research Work Contribution is as follows :**

1. Sentiment conscious RNN-LBL (SC-RNN-LBL) learning model can capture Long and short term sentiment context (LSSC) features more efficiently, which obtains investor's sentiment behaviour within short-term context for current trading sessions. Thus, predicts stock peak value & time duration more efficiently and can be used for forecasting prices of short term sells.

2. Improved Bayes classification model used to classify tweets. Existing Bayes theorem multiplies entire feature probabilities together, the zero probabilities of any class will turn the overall probabilities to Zero. For addressing this issue, Laplace add-one smoothing methodology is introduced

3. SC-RNN-LBL model can effectively indicate when to buy and sell stocks. As compared to long-term market sentiments results, short-term bin sentiment variance plays a very important role in potential stock's buying or selling

4. Experiment outcome shows the proposed sentiment conscious RNN-LBL based stock predictive model
achieves better DPA performance compared to other existing deep learning based stock price predictive models.

5. Considered US presidential elections related twitter twits for sentiment analysis and combined this indexed /labelled sentiments with US stock Market indices.

IV. Sentiment conscious stock forecasting system model(SCSPF):

This section presents sentiment conscious RNN-LBL model for forecasting when to buy or sell stock as shown in Fig. 1. Firstly, system architecture of sentiment conscious stock market forecasting is presented. Second, discusses about methods used for carrying out sentiment analysis and create sentiment indexed stock dataset. Then, this work discusses the algorithm details of sentiment conscious stock forecasting model using both LSSC and stock pattern contextual features using RNN-LBL.

![Fig. 1. Block diagram of Sentiment Conscious RNN-LBL model for forecasting stock price.](image)

Stock price forecasting and indication of when to buy or sell stock is a challenging task under highly fluctuating and volatile environment. Recently, forecasting when to buy or sell stocks with one-step considering a period of one minute time interval are the major issues for stock market forecasting algorithm designer or traders. Especially, under highly volatile market conditions sentiment analysis during pandemic, any uncertainties such as war and natural disasters, elections plays important role. In this paper, the stock price volatility of respective stocks and market index are considered one minute prior, utilizing markets sentiments from tweets/news and using past long-term and short-term historical information from stock markets. The forecasting problem is mathematically represented in this section below. Let us assume \( \mathcal{U}_t \) as elementary feature that includes market sentiments features and \( Y \) represent the stock closing price of respective stocks with the interval of one minute at time \( t \) is described as follows:

\[
t = 1, 2, \ldots, T
\]

where \( T \) represent the maximum time interval considered for forecasting. For respective stock historical records combined long and short-term history elementary stock indicator feature \( \mathcal{U} \) is represented as follows:

\[
\mathcal{U} = \{u_1, u_2, \ldots, u_T\}
\]

and the historical stock market closing price \( V \) with different market sentiments are represented as follows:

\[
\mathcal{V} = \{v_1, v_2, \ldots, v_T\}
\]

The objective of this paper is to forecast stock price \( \mathcal{V}_{T+1} \) for a period of every one minute time interval considering highly volatile stock market environment.

A. Sentiment conscious stock forecasting mathematical model(SCSPF):

This section briefs about the sentiment analysis tool used for analysis stock market news/tweets information. This work uses open source VADER (Valence Aware Dictionary for Sentiment Reasoning) sentiment analysis tool \[34, 35\] for analyzing market sentiments. We design the model just considering two polarities only such as positive (“1”) and negative (“0”) where score varies from -1 to 1 and scores greater than 0 is considered to be positive sentiment and anything equal or below 0 is considered as negative sentiments. For analyzing market sentiments VEDAR provides different machine learning algorithms linear regression, logistic regression and Naïve Bayes classifier[35]. This work uses naïve Bayes classifier as it is very efficient when used for real life data. Further, they are efficient in avoiding over fitting problems and can more efficiently deal with dimensionality. The conditional probabilities of naïve Bayes classifier is defined using following equation:

\[
P(a|b) = \frac{p(b|a)p(a)}{p(b)}
\]

The classification models establish the computed class \( d \) among set of classes \( d \in D \) for respective blog/document \( e \). Thus the computed classes are defined as:

\[
d = \arg\max_{d \in D} P(d|e)
\]

After applying conditional probabilities from Eq. (4) and (5) we will have,
\[ d = \arg\max_{d \in D} P(d|e) = \arg\max_{d \in D} \frac{p(e|d)p(d)}{p(e)} \tag{6} \]

Solving above equation and utilizing the probabilities of \( P(e|d) \), we can obtain
\[ b = \arg\max_{d \in D} P(b_1, b_2, ..., b_o|d)P(d) \tag{7} \]

where \( b_1, b_2, ..., b_o \) describes the feature sets of blog \( e \). Nonetheless, this work assumes that the position of word doesn’t impact classification outcomes and probability \( P(b_j|d) \) are independent in nature considering respective class \( d \). Thus, we update the equation as follows:
\[ P(b_1, b_2, ..., b_o|d) = P(b_1|d) \cdot P(b_2|d) \cdot ... \cdot P(b_o) \tag{8} \]

Thus using Eq. (7) and (8) the improved naïve Bayes classification model can be constructed as follows:
\[ D_{NB} = \arg\max_{d \in D} P(d) \sum_{b_j \in B} P(b_j|d) \tag{9} \]

For applying the above classification model for stock market news/tweets here we consider the word index position \( x_j \) within the documents by replacing \( b_j \) with \( x_j \). Then
\[ D_{NB} = \arg\max_{d \in D} \log P(d) + \sum_{j \in \text{positions}} \log P(x_j|d) \tag{10} \]

considering feature sets in log space the Eq. (7) is updated as follows:

The Bayes classification model is trained as follows. In Eq. (8) this work first computes \( P(d) \) and \( P(x_j|d) \). For that, let us consider \( O_d \) representing the total number of tweets/blogs considered in training that belongs to class \( d \) and \( O_{doc} \) representing the total number of tweets/blogs. Then,
\[ P(d) = \frac{O_d}{O_{doc}} \tag{11} \]

The probability of word \( x_j \) belong to class \( c \) is established using following equation
\[ P(x_j|d) = \frac{\text{count}(x_j,d)}{\sum_{x \in W} \text{count}(x,d)} \tag{12} \]

where \( \text{count}(x_j, d) \) represents number of times \( x_j \) occurs in class \( d \), \( V \) defines overall word vocabulary. As seen from Eq. (7) the Bayes multiplies entire feature probabilities together, the zero probabilities of any class will turn the overall probabilities to Zero. For addressing this, applies Laplace add-one smoothing methodology as described below:
\[ P(x_j|d) = \frac{\text{count}(x_j,d) + 1}{\sum_{x \in W} \text{count}(x,d) + 1} = \frac{\text{count}(x_j,d) + 1}{\sum_{x \in W} \text{count}(x,d) + |W|} \tag{13} \]

Using above equation we compute the market sentiment score and update the polarity index as shown in Figure 2.

---

**Fig. 2. Twitter Sentiment Analysis of Tweets by Presidential election candidates**
This work presents SC stock market pattern analysis model by learning both short term behaviour and long-term behaviour using LBL and RNN, respectively similar to LSTM model. First let us define the RNN model architecture, which consists of several hidden layers with input layers and output layers. Hidden Layer’s activation parameters are obtained as follows:

$$\mathcal{I}_l^\nu = f(\mathcal{X}_l^\nu + \mathcal{D}_l^\nu \mathcal{W}_l^\nu),$$

(14)

where, $\mathcal{I}_l^\nu \in \mathbb{S}^\nu$ describes hidden details of stock $\nu$ at time instance, position $l$ in time series, $\mathcal{D}_l^\nu \in \mathbb{S}^\nu$ describes the details of the $l$th input stock of a particular stock market $\nu$. The activation function (AF) is defined by $f(i)$ and the present stock’s transition matrix (TM) is given as:

$$\mathcal{D} \in \mathbb{S}^\nu$$

(15)

previous status is given as:

$$\mathcal{W} \in \mathbb{S}^\nu.$$  

(16)

$\mathcal{D}$ obtains volatile shifting behaviour from stocks and $\mathcal{X}$ propagates signals from the time series. The Eq. (14) is iteratively executed to calculate status at each time instance.

The RNN architecture for learning long-term stock market characteristics is as shown in Figure 4. With regard to the study of the stock market time series, for the repeated patterns, the hidden layer context is more complicated in nature. RNN faces difficulties in the time series sequence in learning short-term context. This study presents the bilinear log (LBL) model, a deterministic model, with a single linear layer for addressing, as shown in Figure 4. A linear forecast that can be illustrated using the following equation:

$$\mathcal{I}_l^\nu = \mathcal{X}_l^\nu + \sum_{j=0}^{\sigma-1} \mathcal{D}_j^\nu \mathcal{W}_l^\nu \mathcal{X}_{l-j}^\nu,$$

(17)

Where $\mathcal{D}_j^\nu \in \mathbb{S}^\nu \mathbb{S}$ is a transition matrix, $\sigma$ the total number of elements modelled in time series is the total number of elements modelled in time series. In LBL, in the proposed technique, a precise transition matrix (TM) is modelled for each position in the time series SC matrices to obtain feature sets of different aspects of feelings. For the respective stock market $\nu$, the hidden description is then computed as follows.

$$\mathcal{I}_l^\nu = \mathcal{X}_l^\nu + \sum_{j=0}^{\sigma-1} \mathcal{D}_j^\nu \mathcal{W}_l^\nu \mathcal{X}_{l-j}^\nu.$$  

(18)

This research work strengthens our previous RNNLBL[19] model by combining sentiment-based variance information and the SC RNN-LBL model.

From Figure 4, considering respective stock market $\nu$, the position $l$ are established using following equation:
\[ i_t^p = Xi_{t-\delta} + \sum_{j=0}^{\delta-1} U(u_t^p - u_{t-1}^p)w_{t-j} \]

where \( u_t^p \) depicts current time, \( u_{t-1}^p \) depict time information of each stock of each layer of sentiment conscious RNN-LBL model, and \( U(u_t^p - u_{t-1}^p) \rightarrow \) time-specific transitional matrix of sentiment session variation \( u_{t-1}^p - u_t^p \) between \( u_{t-1}^p \) and \( u_t^p \). The time-specific transitional matrices aids in collecting time specific sentiment pattern features with respect to recent tweet information. Considering these the Eq. (19) updated as described below:

\[ i_t^p = Xi_0^p + \sum_{j=0}^{\delta-1} U(u_t^p - u_{t-1}^p)N_{t-m}w_{t-j} \]  

(20)

Lastly, predict whether a stock \( \nu \) will exhibit certain patterns or sentiments \( \nu \) with respect to stock \( w \) at successive position \( t + 1 \) are computed as follows:

\[ z_{\nu,t+1,c,w} = (t_i^0)^0 N_{\nu} w = (i_t^0 + \nu)^0 N_{\nu} w. \]  

(22)

In order to learn, time variance related information continuously, to create larger sizes of time-specific transitional matrices(TM), this approach suffers from over fitting problems. By splitting time variations into equivalent windows this issue can be resolved.

**IV. Results and Discussion**

This section presents performance comparative analysis and evaluation of proposed SCSPF model with existing deep learning based stock prediction methodology [23]. This work uses GAN-FD model for comparison because it achieves much better result than existing LSTM based stock forecasting methodology [25-27]. The proposed SCSPF model is implemented using python and C# programming language. The Tweets dataset and finance news for evaluating sentiment is obtained from following sites which are publically available [30-33]. This work evaluated performance using same data used by GAN-FD methodology[23] which is base research paper. The data is composed of 244 trading points. Further, experiments are carried out on datasets from January 01,2012 to October 31st, 2020. More detailed description of dataset used can be obtained from [23] and downloaded [33]. Direction Prediction Accuracy (DPA) used for performance evaluation. 80% of training data set and for testing 20% of dataset is considered. Experiments carried out for different stocks at time \( t \), a prediction is done for next time \( t + 1 \) using training models. Considering, \( T_0 \) is the total number time intervals for forecasting. Actual stock value depicted as \( Y_t \) and forecasted value is described as \( \hat{Y}_t \).

As shown in Figure 5, as model senses fluctuations in the stock market conditions, steepest gradient and cost function varies over time.

**A. DPA Performance Evaluation**

Further, to evaluate performance of SCSPF model under highly dynamic and volatile environment. Corresponding tweet dataset obtained from Yahoo Finance dataset [31] and Yahoo news [32] dataset, respectively. The stock price forecasting performance is evaluated between January 01, 2016 to June 30th, 2020 period. This section evaluated the SCSPF model’s DPA performance. The metric DPA
determines a metric of accuracy that is measured as follows:

\[ DPA = \frac{100}{T_0} \sum_{t=1}^{T_0} I_t, \]

where

\[ I_t = \begin{cases} 1 & \text{if } (Y_{t+1} - Y_t)(\hat{Y}_{t+1} - Y_t) > 0 \\ 0 & \text{otherwise} \end{cases} \]

Comparative Analysis of The DPA outcome of SCSPF model and existing deep learning methods is shown in TABLE I. The graphical representation of DPA performance achieved by SCSPF model and existing deep learning based stock price forecasting methodology is shown in Figure 5. From results it is seen an average DPA performance achieved by LSTM-FD, GAN-FD, RNN-LBL, and SCSPF model is 0.6423, 0.68585, 0.7822, and 0.80805, respectively. The RNN-LBL model improves DPA performance by 17.88% and 12.32% over LSTM-FD and GAN-FD, respectively. Similarly, the SCSPF model improves DPA performance by 20.51%, 15.123% and 3.2% over LSTM-FD GAN-FD and RNN-LBL model, respectively. From results it can be seen SCSPF model achieves much superior DPA performance than existing deep learning methodologies. For evaluating such scenarios this work considered evaluation using Apple(Inc.) stock and corresponding tweet dataset (in Covid 19 conditions, US elections Tweets [32])stock market related dataset obtained from Yahoo Finance dataset [31] and Yahoo news dataset [32], respectively. The DPA performance achieved considering sentiment index is shown in Fig.5. From result it is seen the RNN-LBL and SCSPF model achieves a DPA of 0.0085 and 0.0059, respectively. From result it is seen the SCSPF improves forecasting performance by 18.26% over RNN-LBL considering stock market sentiments. Thus, SCSPF can really work really well with better profit for the investor. Experiments are carried out to test performance of the SCSPF model, DPA values are shown in Table 1.

Figure 8 & 9 shows sample tweet and sentiment analysis of the tweets. It is clear from Figure 10 stock market index for the Apple (Inc.) decreased considerably during Covid-19 pandemic period from end of the 2019 and predicts improvement in stock market performance from end 2020 to 2021 period, amid US election polls.

**TABLE I**

<table>
<thead>
<tr>
<th>Methods</th>
<th>DPA</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM-FD</td>
<td>0.6423</td>
</tr>
<tr>
<td>GAN-FD</td>
<td>0.68585</td>
</tr>
<tr>
<td>RNN-LBL</td>
<td>0.7822</td>
</tr>
<tr>
<td>Proposed SCSPF model</td>
<td>0.80305</td>
</tr>
</tbody>
</table>

**Comparative Performance Analysis in terms of DPA**
B. Indications for trading: When to buy and sell stocks

This section presents stock price prediction given by proposed RNN-LBL, SCSPF over existing stock forecasting model such as LSTM-FD and GAN-FD. The stock price forecasted by various existing models is shown in Figure 6. From Figure it is seen the RNN-LBL model highly correlate with actual stock price value when compared with LSTM-FD and GAN-FD. Further, incorporating sentiment factor in stock market analysis aid in improving forecasting performance which is experimentally shown in Figure 7 as SCSPF model achieves much better correlation with respect to actual stock price value when compared with RNN-LBL model. In Figure 12 when to buy and sell stock for achieving better profits is shown. For achieving better profit or loss it is important to identify the peak of both high and low. From figure it can be seen can establish the peak more efficiently. Thus, using SCSPF for stock recommendation of buying and selling will aid in achieving profit.

![Fig. 11 Stock price prediction by SCSPF over existing stock price forecasting model.](image1)

![Fig. 12. Indications for when to buy and sell using Direction Prediction Accuracy](image2)

Here in Figure 12 shows when to buy stocks of a particular company using Green colored signal and when to sell the stocks shown using red colored signal. As stock prices starts increasing or decreasing gradient descent in SCSPF model senses and captures those fluctuations in the market and gives indications to the user.

V. CONCLUSION

The stock market is inherently unpredictable in nature. Stock market forecasting is a difficult job to take into consideration external fluctuating variables such as investor sentiments that differ over time according to the current unpredictable situations. It is therefore important to catch the feelings of the market. In this research paper, a literature survey on current stock price forecasting on various deep learning models is performed, but considering LSSC, very less work has been done. This research implemented the Sentiment Conscious SCSPF stock forecasting model to solve the problem of reducing forecasting errors and producing higher returns during the US election polls and the Covid-19 pandemic for short span of sales. The SCSPF divides the current session into several bins and compares these session bins to create stock behavioural patterns. It can be seen from the findings that a Direction Prediction Accuracy of 0.6423, 0.68585, 0.7822 and 0.80305 is achieved by the LSTM-FD, GAN-FD, RNN-LBL and SCSPF models respectively. The SCSPF increases the performance of forecasting by 18.26 percent over the current RNN-LBL model. Therefore, SCSPF performs very well with higher returns on investments in a high frequency trading environment that is highly competitive and volatile in nature. In addition, it also provides investors with information about whether to purchase or sell stocks in order to achieve greater profitability.
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