TCP Variants under MANET Environment & Their Analysis using

NS-2

Rimjhim Patel¹, Manoj Rawat²
¹Pursuing M.E.(LNCT,Indore), ²Asst. Prof.Dept of C&S, LNCT, Indore

Abstract

Mobile Ad-Hoc Network is an autonomous group of mobile users that communicate using wireless links with no support from any pre-existing infrastructure network and used as a highly reliable end-to-end protocol for transporting applications. In this paper evaluate the performance of the four TCP variants (New Reno, SACK, TCP TAHOE and VEGAS) under a variety of network conditions. The simulations results reveal that out of the four, the SACK variant can adapt relatively well to the changing network sizes while the VEGAS performs most robustly in different node density scenarios. On the other hand, the research asserts the fact of superiority of, reactive protocol over proactive protocol when routing the same traffic in the network. Nonetheless, among the reactive protocols AODV performance (in the presence of a high mobility) has been found to be remarkable.
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Introduction:-

The advent of ubiquitous computing and the proliferation of portable computing devices have raised the importance of mobile and wireless networking. A mobile ad hoc network is an autonomous collection of mobile nodes forming a dynamic network and communicating over wireless links. Ad hoc communication concept allows users to communicate with each other in a multi-hop fashion without any fixed infrastructure and centralized administration. Due to their capability of handling node failures and fast topology changes, such networks are needed in situations where temporary network connectivity is required, such as in battlefields, disaster areas, and large meeting places. Such networks provide mobile users with ubiquitous communication capability and information access regardless of location. TCP has gained its place as the most popular transmission protocol due to its wide compatibility to almost all today’s applications. However, TCP as it exists nowadays may not well fit in mobile ad hoc networks since it was designed for wire-line networks where the channel Bit Error Rate (BER) is very low and network congestion is the primary cause of packet loss. On the contrary of wired links, wireless radio channels are affected by many factors that may lead to different levels of BER. Wireless channel behavior cannot be predictable, but in many cases, such channels are having a high BER that cannot be neglected when studying ad hoc networks. Furthermore, node’s mobility can also affect TCP sessions in ad hoc networks, which is obviously not the case of wired networks. Indeed, when nodes move, link can be broken and TCP sessions using that links can lose packets. Hence, TCP does not have the capability to
recognize whether the packet loss is due to network congestion or channel errors.

**Motivation:**

In the last few years, many researchers have studied TCP performance in terms of energy consumption and average good put within wireless mobile networks [2][3][4]. Due to the specific issues related to wireless ad hoc networks, it is expected that the performance of TCP will be affected considerably in these environments. In wireless ad hoc networks, reasons for packet losses are more sophisticated than traditional wireless (cellular) networks. Those reasons include the unpredictable wireless channel characteristics due to fading and interference (implying a high BER), the vulnerable shared media access due to random access collision, the hidden and exposed terminal problems, path asymmetry, multi-path routing, and so on. Undoubtedly, all of these pose great challenges on TCP to provide reliable end-to-end communications in such environment.

**Objective:**

Thesis contains the objective which follows:

- The focal point of this thesis study and analyze of TCP Variants.
- Creating scenario for different node density which are 50 nodes, 75 nodes and 100 nodes.
- Study and analyze the effects of energy, packet delivery ratio, throughput and end to end delay in VANET scenario with different different node density.
- The results of both Proactive and Reactive protocols compare to analyze which of these two types of protocols gives better performance.

**Transmission Control Protocol (TCP) :-**

TCP is a reliable connection oriented end-to-end protocol. It contains within itself, mechanisms for ensuring reliability by requiring the receiver acknowledge the segments that it receives. The network is not perfect and a small percentage of packets are lost en route, either due to network error or due to the fact that there is congestion in the network and the routers are dropping packets. We shall assume that packet losses due to network loss are minimal and most of the packet losses are due to buffer overflows at the router [5]. Thus it becomes increasingly important for TCP to react to a packet loss and take action to reduce congestion.

In our work we compare the four TCP variants which are as follows:

- TCP Tahoe
- New RENO
- SACK
- Vegas

**TCP Tahoe:**

Tahoe refers to the TCP congestion control algorithm which was suggested by Van Jacobson in his paper [5]. TCP is based on a principle of ‘conservation of packets’, i.e. if the connection is running at the available bandwidth capacity then a packet is not injected into the network unless a packet is taken out as well. TCP implements this principle by using the acknowledgements to clock outgoing packets because an acknowledgement means that a packet was taken off the wire by the receiver. It also maintains a congestion window CWD to reflect the network capacity [5]. However there are certain issues, which need to be resolved to ensure this equilibrium.

1) Determination of the available bandwidth.
2) Ensuring that equilibrium is maintained.
3) How to react to congestion.
Slow Start: -TCP packet transmissions are clocked by the incoming acknowledgements. However there is a problem when a connection first starts up cause to have acknowledgements you need to have data in the network and to put data in the network you need acknowledgements. To get around this circularity Tahoe suggests that whenever a TCP connection starts or re-starts after a packet loss it should go through a procedure called ‘slow-start’. The reason for this procedure is that an initial burst might overwhelm the network and the connection might never get started. Slow starts suggest that the sender set the congestion window to 1 and then for each ACK received it increase the CWD by 1. So in the first round trip time (RTT) we send 1 packet, in the second we send 2 and in the third we send 4. Thus we increase exponentially until we lose a packet which is a sign of congestion. When we encounter congestion we decreases our sending rate and we reduce congestion window to one. And start over again.

The important thing is that Tahoe detects packet losses by timeouts. In usual implementations, repeated interrupts are expensive so we have coarse grain time-outs which occasionally checks for time outs. Thus it might be some time before we notice a packet loss and then re-transmit that packet.

Congestion Avoidance:- For congestion avoidance Tahoe uses ‘Additive Increase Multiplicative Decrease’. A packet loss is taken as a sign of congestion and Tahoe saves the half of the current window as a threshold. value. It then set CWD to one and starts slow start until it reaches the threshold value. After that it increments linearly until it encounters a packet loss. Thus it increase it window slowly as it approaches the bandwidth capacity.

NEWRENO:-

New RENO is able to detect multiple packet losses and thus is much more efficient that RENO in the event of multiple packet losses. Like Reno, New-Reno also enters into fast-retransmit when it receives multiple duplicate packets, however it differs from RENO in that it doesn’t exit fast-recovery until all the data which was out standing at the time it entered fast-recovery is acknowledged [4]. Thus it overcomes the problem faced by Reno of reducing the CWD multiples times.

SACK:-

TCP with ‘Selective Acknowledgments’ is an extension of TCP RENO and it works around the problems face by TCP RENO and TCP New-Reno, namely detection of multiple lost packets, and re-transmission of more than one lost packet per RTT. SACK retains the slow-start and fast-retransmits parts of RENO. It also has the coarse grained timeout of Tahoe to fall back on; increase a packet loss is not detected by the modified algorithm.

SACK TCP requires that segments not be acknowledged cumulatively but should be acknowledged selectively. Thus each ACK has a block which describes which segments are being acknowledged. Thus the sender has a picture of which segments have been acknowledged and which are still outstanding. Whenever the sender enters fast recovery, it initializes a variable pipe which is an estimate of how much data is outstanding in the network, and it also set CWND to half the current size. Every time it receives an ACK it reduces the pipe by 1 and every time it re-transmits a segment it increments it by 1. Whenever the pipe goes smaller than the CWD window it checks which segments are unreceived and send them. If there are no such segments outstanding then it sends a new packet [6].
Thus more than one lost segment can be sent in one RTT.

**VEGAS:**

Vegas is a TCP implementation which is a modification of Reno. It builds on the fact that proactive measures to encounter congestion are much more efficient than reactive ones. It tried to get around the problem of coarse grain timeouts by suggesting an algorithm which checks for timeouts at a very efficient schedule. Also it overcomes the problem of requiring enough duplicate acknowledgements to detect a packet loss, and it also suggest a modified slow start algorithm which prevent it from congesting the network. It does not depend solely on packet loss as a sign of congestion. It detects congestion before the packet losses occur. However it still retains the other mechanism of Reno and Tahoe, and a packet loss can still be detected by the coarse grain timeout of the other mechanisms fail.

**Routing in Ad Hoc Network:**

The routing protocols for ad hoc wireless network should be capable to handle a very large number of hosts with limited resources, such as bandwidth and energy. The main challenge for the routing protocols is that they must also deal with node density, meaning that nodes can appear and disappear in various scenarios. Thus, all nodes of the ad hoc network act as routers and must participate in the route discovery and maintenance of the routes to the other nodes. For ad hoc routing protocols it is essential to reduce routing messages overhead despite the increasing number of nodes and their mobility. Keeping the routing table small is another important issue, because the increase of the routing table will affect the control packets sent in the network and this in turn will cause large link overheads [9]. In this paper we are working on AODV and DSDV protocols.

**AODV:**

The Ad Hoc On-Demand Distance Vector (AODV) routing protocol described in [14] builds on the DSDV algorithm previously described. AODV is an improvement on DSDV because it typically minimizes the number of required broadcasts by creating routes on a demand basis, as opposed to maintaining a complete list of routes as in the DSDV algorithm. The authors of AODV classify it as a pure on demand route acquisition system, since nodes that are not on a selected path do not maintain routing information or participate in routing table exchanges [14]. When a source node desires to send a message to some destination node and does not already have a valid route to that destination, it initiates a path discovery process to locate the other node. It broadcasts a route request (RREQ) packet to its neighbors, which then forward the request to their neighbors, and so on, until either the destination or an intermediate node with a “fresh enough” route to the destination is located. Figure 2.3.a illustrates the propagation of the broadcast RREQs across the network. AODV utilizes destination sequence numbers to ensure all routes are loop-free and contain the most recent route information. Each node maintains its own sequence number, as well as a broadcast ID. The broadcast ID is incremented for every RREQ the node initiates, and together with the node’s IP address, uniquely identifies an RREQ.

**DSDV:**

The Destination-Sequenced Distance-Vector Routing protocol (DSDV) described in [12] is a table-driven algorithm based on the classical Bellman-Ford routing mechanism [13]. The improvements made to the Bellman-Ford algorithm include freedom from loops in routing tables. Every mobile node in the network maintains a routing table in which all of the possible destinations within the
Figure a. Packet Delivery Ratio for 50 nodes network and the number of hops to each destination are recorded. Each entry is marked with a sequence number assigned by the destination node. The sequence numbers enable the mobile nodes to distinguish stale routes from new ones, thereby avoiding the formation of routing loops. Routing table updates are periodically transmitted throughout the network in order to maintain table consistency. To help alleviate the potentially large amount of network traffic that such updates can generate, route updates can employ two possible types of packets. The first is known as a full dump. This type of packet carries all available routing information and can require multiple network protocol data units (NPDUs).

Network Scenarios:-

We have implemented our work i.e. Creation of MANET Scenario for NS-2 and then to analyze Different routing protocols with the use of Various performance matrices Like Packet Delivery Ratio, End to End delay, Residual Energy and Overall Throughput. In our case firstly we have created scenario file for IEEE 802.11 standard which has to be used along with our TCL Script than we have created a TCL script consist of various routing protocols in our case these are AODV and DSDV than a particular MANET scenario or topology in our case it consist of 50, 75 and 100 static nodes with various TCP variants which are NEW RENO, SACK, TCP TAHOE and VEGAS for Two Ray Ground model.

Our implementation consists of typical installation process of ns-2 complexity of topography creation and a detailed understanding of AWK scripts. In our case the total environment size taken is of 2 KM.

Evaluation of Results:-

Packet Delivery Ratio:-

This is the fraction of the data packets generated by the CBR sources to those delivered to the destination. This evaluates the ability of the protocol to discover routes.

Packet Delivery Ratio for 50 nodes:- Figure a shows the PDR under various protocols i.e. AODV and DSDV for the 50 nodes.

Packet Delivery Ratio for 75 nodes:- Figure b shows the PDR under various protocols i.e. AODV and DSDV for the 75 nodes.
Packet Delivery Ratio for 100 nodes: Figure c shows the PDR under various protocols i.e. AODV and DSDV for the 100 nodes.

Analysis of Packet Delivery Ratio:-

From above figures which a, b and c shows the PDR in percentage (%) for AODV and DSDV protocols with various node density which are 50, 75 and 100 nodes and from there it is clear that PDR of AODV protocol with SACK, TCP TAHOE and VEGAS variants for 50 and 75 nodes are good as compare to DSDV, but when we analyzed with NEWRENO variant it is poor as compare to DSDV for 50 nodes and better for 75 nodes.

Residual ENERGY:-

Total amount of energy used by the Nodes during the Communication or simulation for example node having 100 percent energy and after complete simulation 40 percent energy remaining so we can say that the Residual energy of the node is 60 percent.

Residual Energy for 50 nodes: Figure d shows the Energy under various protocols i.e. AODV and DSDV for the 50 nodes.

Residual Energy for 75 nodes: Figure e shows the Energy under various protocols i.e. AODV and DSDV for the 75 nodes.
Figure e. Energy for 75 nodes

Residual Energy for 100 nodes: Figure f shows the Energy under various protocols i.e. AODV and DSDV for the 100 nodes.

Figure f. Energy for 100 nodes

Analysis of Residual Energy:—

From above figures which are 4.10, 4.11 and 4.12 shows the Energy for AODV and DSDV protocols with various node densities which are 50, 75 and 100 nodes. From there it is clear that for low density of node DSDV is good as compare to the AODV protocol, but when the node density increases AODV is good as compare to the DSDV protocol i.e. for 100 nodes AODV have better Residual Energy and for 50 nodes and 75 nodes DSDV has better Residual energy.

Conclusion:—

From our Result it is clear that the TCP variant SACK is best between these four variants along with VEGAS is burst variant in terms of Packet Delivery Ratio and Energy. When we analyze Protocols we cannot analyze clearly that which one is better because with different scenario both protocols gives better performance, but when we analyze for Packet Delivery Ratio and Residual energy DSDV better for high node density and AODV gives better results for low and moderate node density.
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