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Abstract: Clustering is the unsupervised classification of feature vectors into clusters or groups. The clustering problem has been addressed in many contexts and by investigators in several disciplines; this shows its broad appeal and ease of use together on your techniques in exploratory data study. In this paper a new framework is proposed by integrating decision tree based attribute selection for data clustering. In this proposed system robust Modified Boosting algorithm is proposed to ID3, C4.5 based decision trees for clustering the data. Experimental results shows proposed algorithm improves results for data clustering results compare to existing clustering algorithms. In addition, this algorithm can improve the predictive performance especially for multiclass datasets which can increase the accuracy.
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I. INTRODUCTION

Data mining applications, either in a design phase or as part of their on-line operations. Data analysis procedures can be dichotomized as either exploratory or confirmatory, based on the availability of appropriate models for the data source, but a key element in both types of procedures (whether for hypothesis formation or decision-making) is the grouping, or classification of measurements based on either (i) goodness-of-fit to a postulated model, or (ii) natural groupings (clustering) revealed through analysis. Cluster analysis is the organization of a collection of patterns (usually represented as a vector of measurements, or a point in a multidimensional space) into clusters based on similarity. Intuitively, patterns within a valid cluster are more similar to each other than they are to a pattern belonging to a different cluster. An example of clustering is depicted in Figure 1. The input patterns are shown in Figure 1(a), and the desired clusters are shown in Figure 1(b). Here, points belonging to the same cluster are given the same label. The variety of techniques for representing data, measuring proximity (similarity) between data elements, and grouping data elements has produced a rich and often confusing assortment of clustering methods. It is important to understand the difference between clustering (unsupervised classification) and discriminant analysis (supervised classification). In supervised classification, we are provided with a collection of labeled (preclassified) patterns; the problem is to label a newly encountered, yet unlabeled, pattern. Typically, the given labeled (training) patterns are used to learn the descriptions of classes which in turn are used to label a new pattern. In the case of clustering, the problem is to group a given collection of unlabeled patterns into meaningful clusters. In a sense, labels are associated with clusters also, but these category labels are data driven; that is, they are obtained solely from the data. Clustering is useful in several exploratory pattern-analysis, grouping, decision-making, and machine-learning situations, including data mining, document retrieval, image segmentation, and pattern classification. However, in many such problems, there is little prior information (e.g., statistical models) available about the data, and the decision-maker must make as few assumptions about the data as possible. It is under these restrictions that clustering methodology is particularly appropriate for the exploration of interrelationships among the data points to make an assessment (perhaps preliminary) of their structure.

Clustering is an important method in data warehousing and data mining. It groups similar object together in a cluster (or clusters) and dissimilar object in another cluster (or clusters) or remove from the clustering process. That is, it is an unsupervised classification in data analysis that arises in many applications in different fields such as data mining[3], image processing, machine learning and bioinformatics. Since, it is an unsupervised learning method, it does not need train datasets and pre-defined taxonomies. But there are some special requirements for search results clustering algorithms, two of which most important is, clustering performance and meaningful cluster description. Lots of clustering method is available, among those hierarchical clustering and Partition Clustering is the widely used clustering methods. A Partition-clustering algorithm in their outputs produce one clustering set that consists of disjoint clusters, i.e., the data description is flat. In other words, partitioned clustering is nothing but pre-defined number of partition range. Where the total number of partition (k) range should be less than number of object (n) in the dataset. Partition clustering always should satisfy the condition k < n.

A Hierarchical clustering is a nested of partitions technique depend on the business requirements. It produces not just one clustering set in their outputs but a hierarchy of clusters. This method work for both kind of approach either bottom up and top down approach. In this method all record object arranged with in a big cluster, then big cluster are continuously divided into small clusters.

II. RELATED WORK

A classification algorithm for data streams must meet several different requirements from the traditional setting (Bifet et al., 2009). The most significant are the following. First, process one example at a time, and inspect it at most once. The data examples flow in and out of a system one after another. Each example must be accepted in the order in which it arrives. Once inspected or ignored, the example is
discarded with no way to retrieve it. Second, use a limited amount of memory. Memory will be easily exhausted without limiting its allocation since the amount of the data is potentially infinite. Third, work in a limited amount of time. Though most conventional algorithms are fast enough when classifying examples, the training processes are time consuming. For an algorithm to scale comfortably to any number of examples, its training complexity must be linear to the number of examples, such that online learning is possible. Fourth, be ready to perform classification at any time. This is the so-called any-time property, which indicates that the induction model is ready to be applied at any point between training examples[1].

Decision tree induction algorithms on data streams
Decision tree is one of the most often used techniques in the data mining literature. Each node of a decision tree contains a test on an attribute. Each branch from a node corresponds to a possible outcome of the test and each leaf contains a class prediction. A decision tree is constructed by recursively replacing leaves by test nodes, starting at the root. The attribute to test in a leaf is chosen by comparing all available attributes and choosing the best one[2], according to some heuristic evaluation function. Classic decision tree learners like ID3, C4.5, and CART assume that all training examples can be stored simultaneously in memory, and thus are severely limited in the number of examples from which they can learn.

Predictive clustering

In particular, the predictive modeling methods that partition the examples into subsets, e.g., decision trees and decision rules, can also be viewed as clustering methods. Namely, a decision tree can be regarded as a hierarchy of clusters, where each node is a cluster; such a tree is called a clustering tree. Likewise, a decision rule can represent a cluster of examples which it covers. The benefit of using these methods for clustering is that, in addition to the clusters themselves, we also get symbolic descriptions of the constructed clusters. Every cluster in a tree has a symbolic description in the form of a conjunction of conditions on the path from the root of the tree to the given node, and every cluster represented by a rule is described by the rule’s condition. There is, however, a difference between ‘tree’ clusters and ‘rule’[4] clusters. ‘Tree’ clusters are ordered in a hierarchy and do not overlap, while ‘rule’ clusters in general are not ordered in any way (they are flat) and can overlap (one example can belong to more than one cluster). We can say that clustering trees are a hierarchical clustering method, and clustering rules are a partitional (and possibly fuzzy) clustering method.

Brieman, Friedman, Olshen, and Stone developed the CART algorithm in 1984. It builds a binary tree. Observations are split at each node by a function on one attribute. The split is selected which divides the observations at a node into subgroups in which a single class most predominates. When no split can be found that increases the class specificity at a node the tree has reached a leaf node. When all observations are in leaf nodes the tree has stopped growing. Each leaf can then be assigned a class and an error rate (not every observation in a leaf node is of the same class). Because the later splits have smaller and less representative samples to work with they may overfit the data. Therefore, the tree may be cut back to a size which allows effective generalization to new data. Branches of the tree that do not enhance predictive classification accuracy are eliminated in a process known as “pruning.”

III. PROPOSED SYSTEM

DATASET FILE FORMATS

In this project two types of file formats are used. They are

i) CSV
ii) ARFF

i. CSV: It stands for Comma Separated Value. This format is obtained using MS-Excel. KDD99 dataset is loaded into Excel and then it is saved with an extension of csv.

ii. ARFF: It stands for Attribute Relation File Format. An file is an ASCII text file that describes a list of instances sharing a set of attributes. ARFF files were developed by the Machine Learning Project at the Department of Computer Science of The University of Waikato for use with the Weka machine learning software.

ARFF files have two distinct sections. The first section is the Header information, which is followed the Data in The ARFF Header Section

The ARFF Header section of the file contains the relation declaration and attribute declarations.
The @relation Declaration

The relation name is defined as the first line in the ARFF file. The format is:

@relation <relation-name>

where <relation-name> is a string. The string must be quoted if the name includes spaces.

The @attribute Declarations:

Attribute declarations take the form of an ordered sequence of @attribute statements. Each attribute in the data set has its own @attribute statement which uniquely defines the name of that attribute and its data type. The order the attributes are declared indicates the column position in the data section of the file. For example, if an attribute is the third one declared then Weka expects that all that attributes values will be found in the third comma delimited column.

The format for the @attribute statement is:

@attribute <attribute-name> <datatype>

where the <attribute-name> must start with an alphabetic character. If spaces are to be included in the name then the entire name must be quoted.

The <datatype> can be any of the four types currently (version 3.2.1) supported by Weka:

- numeric
- <nominal-specification>
- string
- date [<date-format>]

where <nominal-specification> and <date-format> are defined below. The keywords numeric, string and date are case insensitive.

Nominal attributes

Nominal values are defined by providing an <nominal-specification> listing the possible values: [{<nominal-name1>, <nominal-name2>, <nominal-name3>, ...}]

String attributes

String attributes allow us to create attributes containing arbitrary textual values. String attributes are declared as follows:

@ATTRIBUTE name string

Decision tree is a tree structure, where internal nodes denote a test on an attribute, each branch represents the outcomes of the test and the leaf node represents the class labels. Decision tree induction is the learning of decision trees from class-labeled training tuples. Construction of decision trees is simple and fast, and does not need any domain knowledge and hence appropriate for exploratory knowledge discovery.

In general, decision tree classifiers have good accuracy, but successful use of it depends on the data at hand. Decision trees are used for classification and classification rules are easily generated from them. An unknown tuple X can be classified, given its attribute values by testing the attribute values against the decision tree. The general decision tree algorithm takes the training data set, attribute list and attribute selection method as input. The algorithm creates a node, and then applies attribute selection method to determine the best splitting criteria and the created node is named by that attribute. Subset of training tuples is formed using the splitting attribute. The algorithm is called recursively for each subset, till the subset contains tuples of same class. When the subset contains tuples from the same class a leaf is attached with a label of the majority class in the training set from the root. ID3, C4.5, and CART adopt a greedy, non-backtracking approach in which decision trees are constructed in a top-down recursive divide-and-conquer.

Feature Selection

A preprocessing technique feature selection identifies and removes irrelevant attributes that do not play any role in the classification task. Several feature selection methods are available with different search techniques to produce a reduced data set. This reduced data set improves accuracy compared with original dataset. Feature selection does not alter the relevance or meaning the data set. The feature selection methods are categorized as filter, wrapper and hybrid. The result of these methods varies in time and accuracy.

Decision Tree Induction

ID3, C4.5, and CART adopt a greedy (i.e., nonbacktracking) approach in which decision trees are constructed in a top-down recursive divide-and-conquer manner. Most algorithms for decision tree induction also follow such a top-down approach, which starts with a training set of tuples and their associated class labels. The training set is recursively partitioned into smaller subsets as the tree is being built. The leaf nodes of the decision tree contain the class name whereas a non-leaf node is a decision node. The decision node is an attribute test with each branch (to another decision tree) being a possible value of the attribute. ID3 uses information gain to help it decide which attribute goes into a decision node. ID3 is a non-incremental algorithm, meaning it derives its classes from a fixed set of training instances. An incremental algorithm revises the current concept definition, if necessary, with a new sample. The classes created by ID3 are inductive, that is, given a small set of training instances, the specific classes created by ID3 are expected to work for all future instances. The distribution of the unknowns must be the same as the test cases. Induction classes cannot be proven to work in every case since they may
classify an infinite number of instances. Note that ID3 (or any inductive algorithm) may misclassify data.

1) C45 ALGORITHM:

Algorithm: Generate decision tree. Generate a decision tree from the training tuples of data partition D.

Input: Data partition, D, which is a set of training tuples and their associated class labels; attribute list, the set of candidate attributes; Attribute selection method, a procedure to determine the splitting criterion that “best” partitions the data tuples into individual classes. This criterion consists of a splitting attribute and, possibly, either a split point or splitting subset.

Output: A decision tree.

Method:
(1) create a node N;
(2) if tuples in D are all of the same class, C then
(3) return N as a leaf node labeled with the class C;
(4) if attribute list is empty then
(5) return N as a leaf node labeled with the majority class in D; // majority voting
(6) apply Attribute selection method(D, attribute list) to find the “best” splitting criterion;
(7) label node N with splitting criterion;
(8) if splitting attribute is discrete-valued and multiway splits allowed then // not restricted to binary trees
(9) attribute list attribute list // splitting attribute; // remove splitting attribute
(10) for each outcome j of splitting criterion // partition the tuples and grow subtrees for each partition
(11) let Dj be the set of data tuples in D satisfying outcome j; // a partition
(12) if Dj is empty then
(13) attach a leaf labeled with the majority class in D to node N;
(14) else attach the node returned by Generate decision tree(Dj, attribute list) to node N; endfor
(15) return N;

C4.5 is based on the ID3 algorithm developed by Ross Quinlan [6], with additional features to address problems that ID3 was unable to deal. In practice, C4.5 uses one successful method for finding high accuracy hypotheses, based on pruning the rules issued from the tree constructed during the learning phase. However, the principal disadvantage of C4.5 rule sets is the amount of CPU time and memory they require. Given a set S of cases, J48 first grows an initial tree using the divide-and-conquer algorithm as follows:
i) If all the cases in S belong to the same class or S is small, the tree is leaf labelled with the most frequent class in S.

ii) Otherwise, choose a test based on a single attribute with two or more outcomes. Make this test as the root of the tree with one branch for each outcome of the test, partition S into corresponding subsets S1,S2,... according to the outcome for each case, and apply the same procedure recursively to each subset.

ROBUST BAGGING ALGORITHM:

A bagging algorithm for multiple classification into several classes.
1 Initialisation of the training set D
2 for m = 1, ..., M
2.1 Creation of a new set Dm of the same size D by random selection of training examples from the set D (some of examples can be selected repeatedly and some may not be selected at all).
2.2 Learning of a particular classifier Hm: Dm → R by a given machine learning algorithm based on the actual training set Dm.
3. Compound classifier H is created as the aggregation of particular classifiers Hm: m = 1, ...,M and an example di is classified to the class cj in accordance with the number of votes obtained from particular classifiers Hm.

\[ H(d_i, c_j) = \text{sign} \left( \sum_{m=1}^{M} \alpha_m H_m(d_i, c_j) \right) \]

If it is possible to influence the learning procedure performed by the classifier Hm directly, classification error can be minimised also by Hm while keeping parameters αm constant.

K-MEANS algorithm:

Suppose that we have n sample feature vectors \( x_1, x_2, ..., x_n \) all from the same class, and we know that they fall into k compact clusters, k < n. Let \( m_i \) be the mean of the vectors in cluster i. If the clusters are well separated, we can use a minimum-distance classifier to separate them. That is, we can say that \( x \) is in cluster i if \( \| x - m_i \| \) is the minimum of all the k distances. This suggests the following procedure for finding the k means:

- Make initial guesses for the means \( m_1, m_2, ..., m_k \)
- Until there are no changes in any mean
  - Use the estimated means to classify the samples into clusters
  - For i from 1 to k
    - Replace \( m_i \) with the mean of all of the samples for cluster i
  - end_for
- end_until

Here is an example showing how the means \( m_1 \) and \( m_2 \) move into the centers of two clusters.
The appropriate choice of k is problem and domain dependent and generally a user tries several values of k. Assuming that there are n patterns, each of dimension d, the computational cost of a direct k-means algorithm per iteration can be decomposed into three parts.

- The time required for the first for loop in the algorithm is \(O(nkd)\).
- The time required for calculating the centroids is \(O(nd)\).
- The time required for calculating the error function is \(O(1)\).

### Hierarchical approach:

**Cluster analysis**

Clustering finds groups of similar data either by partitioning data into k subsets (partitioning methods) or creating a hierarchical decomposition of the data (hierarchical methods) or building groups of data based on density. Hierarchical clustering creates a hierarchy of data records and subsets either by dividing the whole data set until a given size of subsets (divisive approach) or agglomerating records into subsets until all records belong to a given number of sets or one set (agglomerative approach). Division and merging is based on the distance between groups called linkage that can be calculated as the distance between closest or center points of groups as well as distance among all points of different groups.

### IV. EXPERIMENTAL RESULTS

In the experiment Internet is used as shown below.

**Internet Advertisement:**

Number of Instances: 3279 (2821 nonads, 458 ads)

Number of Attributes: 1558 (3 continuous; others binary):

<table>
<thead>
<tr>
<th>height: continuous.</th>
<th>possibly missing</th>
</tr>
</thead>
<tbody>
<tr>
<td>width: continuous.</td>
<td>possibly missing</td>
</tr>
<tr>
<td>aratio: continuous.</td>
<td>possibly missing</td>
</tr>
<tr>
<td>local: 0,1.</td>
<td></td>
</tr>
<tr>
<td>457 features from url terms, each of the form &quot;url*term1+term2...&quot;;</td>
<td>for example:</td>
</tr>
<tr>
<td>url*images+buttons: 0,1.</td>
<td></td>
</tr>
<tr>
<td>495 features from origurl terms, in same form; for example:</td>
<td>origurl*labyrinth: 0,1.</td>
</tr>
<tr>
<td>url*blipverts: 0,1.</td>
<td></td>
</tr>
<tr>
<td>472 features from ancurl terms, in same form; for example:</td>
<td></td>
</tr>
</tbody>
</table>

**Existing Approach Results:**

Selected attributes: 3,9,11,14,58,69,70,96,102,145,193,251:
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.aratio
.url*media
.url*blipverts
.url*advertising+blipverts
.url*468x60
.url*468x60
.url*www.uk.lycos.de
.url*ng+spacedesc
.url*img
.url*www.uk.lycos.de
.url*netscape.com

All the base classifiers:

**C45 TREE**

-------------

url*blipverts = 0
| url*www.uk.lycos.de = 0
| | url*468x60 = 0: 1 (172.0/24.0)
| | url*468x60 = 1: 0 (5.0)
| url*www.uk.lycos.de = 1: 0 (6.0)
| url*blipverts = 1: 0 (16.0)

Number of Leaves : 4

Size of the tree : 7

**C45 TREE**

-------------

url*ng+spacedesc = 0
| url*blipverts = 0
| | url*www.uk.lycos.de = 0: 1 (172.0/21.0)
| | url*www.uk.lycos.de = 1: 0 (8.0)
| url*blipverts = 1: 0 (9.0)
url*ng+spacedesc = 1: 0 (10.0)

Number of Leaves : 4

Size of the tree : 7

**C45 TREE**

-------------

url*blipverts = 0
| url*www.uk.lycos.de = 0
| | url*468x60 = 0: 1 (161.0/18.0)
| | url*468x60 = 1: 0 (9.0)
| url*www.uk.lycos.de = 1: 0 (14.0)
| url*blipverts = 1: 0 (15.0)

Number of Leaves : 4
Size of the tree: 7

C45 TREE

------------------

url*blipverts = 0
| url*www.uk.lycos.de = 0
| | url*468x60 = 0: 1 (172.0/23.0)
| | url*468x60 = 1: 0 (5.0)
| url*www.uk.lycos.de = 1: 0 (11.0)
url*blipverts = 1: 0 (11.0)

Number of Leaves: 4
Size of the tree: 7

C45 TREE

------------------

url*blipverts = 0
| url*www.uk.lycos.de = 0
| | url*468x60 = 0: 1 (166.0/23.0)
| | url*468x60 = 1: 0 (7.0)
| url*www.uk.lycos.de = 1: 0 (9.0)
url*blipverts = 1: 0 (17.0)

Number of Leaves: 4
Size of the tree: 7

Time taken to build model: 0.59 seconds
Time taken to test model on training data: 0.05 seconds

== Error on training data ==

Correctly Classified Instances 176 88.4422 %
Incorrectly Classified Instances 23 11.5578 %
Mean absolute error 0.2046
Relative absolute error 52.2086 %
Total Number of Instances 199

== Confusion Matrix ==

<table>
<thead>
<tr>
<th>a  b  &lt;- Tree classified as</th>
</tr>
</thead>
<tbody>
<tr>
<td>31 22</td>
</tr>
<tr>
<td>1 145</td>
</tr>
</tbody>
</table>

Proposed Results:

Selected attributes: 3, 9, 11, 14, 58, 69, 70, 96, 102, 145, 193, 251

aratio
url*media
url*blipverts
url*advertising+blipverts
url*468x60
url*wired.com
url*go2net
url*lycos.de
url*ng+spacedesc
url*img
url*www.uk.lycos.de

All the base classifiers:

C45 TREE

------------------

url*blipverts = 0
| url*www.uk.lycos.de = 0
| | aratio = 2.14; 0 (5.0)
| | aratio != 2.14
| | | url*468x60 = 0
| | | | aratio = 8.9523; 0 (2.0)
| | | | aratio != 8.9523: 1 (165.0/17.0)
| | | url*468x60 != 0: 0 (5.0)
| | url*www.uk.lycos.de != 0: 0 (6.0)
url*blipverts != 0: 0 (16.0)

Number of Leaves: 5
Size of the tree: 11

C45 TREE

------------------

url*ng+spacedesc = 0
| url*blipverts = 0
| | url*www.uk.lycos.de = 0
| | | aratio = 2.14: 0 (5.0)
| | | aratio != 2.14: 1 (167.0/16.0)
| | url*www.uk.lycos.de != 0: 0 (8.0)
| url*blipverts != 0: 0 (9.0)
url*ng+spacedesc != 0: 0 (10.0)

Number of Leaves: 5
Size of the tree: 9

C45 TREE

------------------

url*blipverts = 0
| url*www.uk.lycos.de = 0
| | url*ng+spacedesc = 0
| | | aratio = 2.14: 0 (5.0)
| | | aratio != 2.14: 1 (156.0/13.0)
| | url*www.uk.lycos.de != 0: 0 (9.0)
| | url*ng+spacedesc != 0: 0 (14.0)
| url*blipverts != 0: 0 (15.0)

Number of Leaves: 5
Size of the tree: 9

C45 TREE

------------------

url*blipverts = 0
| url*www.uk.lycos.de = 0
| | url*468x60 = 0
| | | aratio = 2.14: 0 (3.0)
| | | aratio != 2.14

Number of Leaves: 5
Size of the tree: 9
| aratio = 2.1428: 0 (2.0) |
| aratio != 2.1428: 1 (167.0/18.0) |
| url*468x60 != 0: 0 (5.0) |
| url*www.uk.lycos.de := 0: 0 (11.0) |
| url*blipverts := 0: 0 (11.0) |

Number of Leaves : 6
Size of the tree : 11

C45 TREE
------------------
url*blipverts = 0
| url*www.uk.lycos.de = 0 |
| url*468x60 = 0 |
| aratio = 2.14: 0 (3.0) |
| aratio := 2.14 |
| aratio = 18: 0 (2.0) |
| aratio := 18: 1 (161.0/18.0) |
| url*468x60 := 0: 0 (7.0) |
| url*www.uk.lycos.de := 0: 0 (9.0) |
| url*blipverts := 0: 0 (17.0) |

Number of Leaves : 6
Size of the tree : 11

Time taken to build model: 0.7 seconds
Time taken to test model on training data: 0.05 seconds

==== Error on training data ====
Correctly Classified Instances 180 90.4523 %
Incorrectly Classified Instances 19 9.5477 %
Mean absolute error 0.1543
Relative absolute error 39.3726 %
Total Number of Instances 199

==== Confusion Matrix ====
| a b | a = 0 |
| 35 18 | a = 0 |
| 1 145 | b = 1 |

V. CONCLUSION AND FUTURE WORK

The framework builds the patterns of the internet advertisement behavior over datasets labelled by the services. With the built patterns, the framework detects usage in the datasets using the classification algorithms. These results were useful in focusing research and highlighting the current capabilities and recent advances of existing algorithms. Experimental results shows that internet advertisement data set results poor accuracy when c45 algorithm is applied

FUTURE WORK

Data mining algorithms require an offline training phase, but the testing phase requires much less time and future work could investigate how well it can be adapted to performing more accuracy by using combined decision tree as well as clustering algorithm.
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