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Abstract - This study presents the development of a low-cost steering control for a wheelchair powered by eye movements using 

electrooculography (EOG) signals. The main objective was to allow people with severe motor disabilities who cannot afford 

expensive electric wheelchairs to control the movement of a wheelchair intuitively and efficiently using only the movements of 

their eyes. This work comprised several stages, including designing the EOG signal acquisition system, preprocessing, and 

implementing a control algorithm to classify human eye movements and determine the desired direction for the wheelchair. This 

work seeks to position a more accessible option in the field of mobile assistance for people with motor disabilities by providing 

an intuitive control system for the movement of a wheelchair. The steering tests were successful and demonstrated the system's 

ability to identify and respond appropriately to the orientation desired by the user, reaching an overall effectiveness of 92% with 

high rates of precision achieved in the subtests where the direction where the user wanted to steer the wheelchair (forwards, 

backwards, right and left) was evaluated. The results encourage future research and development in this area, intending to 

improve to some extent the independence and quality of life of people with disabilities through innovative and adaptive assistive 

technologies. In summary, this study contributes to the advancement of assistive technology and opens new possibilities for more 

inclusive and autonomous mobility. 
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1. Introduction 
The Pan American Health Organization (PAHO) defines 

disability as physical, mental, intellectual, or sensory system 

limitations of the human body that, in communion with the 

barriers and non-inclusion of our society, hinder a more 

functional and adaptive development of those who carry a 

disability [1]. According to the 2017 National Institute of 

Statistics and Informatics (INEI) report, in Peru, 10.3% of 

people have some type of disability [2]. Within this group are 

people who are paraplegics or quadriplegics; they have a 

deficiency in their motor systems due to the loss of the ability 

to move the body and/or also the loss of any sensation due to 

the damage produced in their Central Nervous System (CNS). 

These conditions involve complete or partial paralysis of the 

trunk and extremities. Due to this reason, it is necessary to 

understand what type of disability occurs based on the degree 

of severity. Paraplegia is characterized by losing control of 

movement in the lower extremities. At the same time, 

tetraplegia, or quadriplegia, can cause a decrease in general 

mobility and loss of total control of the extremities (upper and 

lower). In the case of quadriplegia, the main cause is an injury 

to the spinal cord as a result of an accident, a blow with a 

fracture to the spinal column, a cut or perforation with some 

type of weapon, which causes the Central Nervous System 

(CNS) to lose functionality to receive and respond fully to the 

body's stimuli. This occurs because the signals that control 

muscle movement that should be transported through the 

spinal tract are inhibited. Hence, the motor function of the 

entire body is disabled. If the injury is very serious, the person 

may be deprived of the ability to speak, leaving only the brain 

and the movements of the human eye as channels of 

communication and control [3]. 

Various investigations have addressed the problems in the 

motor functions of the body. In a study about the control of a 

wheelchair using Electrooculography (EOG) signals in real-

time, the development and evaluation of a wheelchair control 

system in real-time was presented [4]. The objective of that 

work was to investigate a control approach based on modes of 

interaction, and a dataset was used to evaluate the system 

performance. Another investigation studied a control method 

that included preprocessing and processing signal stages [5]. 

Additionally, a machine learning model for classifying the 

different types of eye movements was used, thus making this 

an intelligent steering control system. A similar study 

developed a convolutional neural network to classify the 

direction of the motion [6]; in this case, a camera was used to 

catch the movement of the eyes. 

https://www.internationaljournalssrg.org/
http://creativecommons.org/licenses/by-nc-nd/4.0/
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Regarding the development of wearable devices to 

implement the steering control of a wheelchair, a study 

presented an algorithm to detect eye movements, such as 

smooth tracking, blinks, and retinal fixations, using a wearable 

device [7]. The study included naturalistic data collection and 

isolation of each movement to extract basic features, and k-

nearest neighbors (KNN) classification was used to 

discriminate the movements. The results showed that blurs 

were easy to discriminate with basic features, while smooth 

tracks and vestibulo-ocular reflex (VORs) required additional 

feature extraction and analysis. The authors suggested that 

future work should include comparing filtering methods, a 

larger set of features to analyze and select with a feature 

selection algorithm, and results from various classification 

algorithms. In view of the above, this study proposes the use 

of movements of the eyes to steer a wheelchair, thus offering 

an innovative and low-cost solution that aims to improve the 

mobility of people with quadriplegia. EOG signals generated 

through the capture of eye movement will be used to 

determine in which direction the wheelchair goes. 

2. Methodology 
To develop the proposed steering control system for a 

wheelchair, we divided the work into three parts (Figure 1): 

First, the EOG signals were obtained; second, signal pre-

processing was carried out; third and finally, the directional 

control design was carried out. 

2.1. EOG Signals Acquisition 

The first stage of the design captures the signals produced 

by the muscles during the movement of the human eye and 

records them with sufficient quality for subsequent 

processing. To do this, Zoll ECG adult electrodes were used, 

and the region of the location around the eyes was determined 

(Figure 2).  

In addition, connectors that diverted the signals to an 

input amplifier were added. During this stage, it is essential to 

ensure that the study subject remains still relaxed and that 

appropriate protocols are followed. Next, the configuration of 

the signal amplifier was followed, including selecting the gain 

and low-pass filter to eliminate unwanted noise. Next, the 

signals were generated, recording the movements of the eyes. 

Finally, it must be considered that the waves obtained from 

muscle movement are weak; hence, electromagnetic 

interference or environmental noise affecting the signal 

quality must be avoided [8]. 

2.2. Signal Preprocessing 

The second stage involves processing the acquired signals 

to improve their quality, which is carried out by eliminating 

signal noise produced by external agents. In this work, the 

preprocessing technique used was based on preamplification, 

filtering (high-pass and low-pass), postamplification and 

offset.

 
Fig. 1 Applied design to the proposed steering control system
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Fig. 2 Zoll ECG electrode location 

 
Fig. 3 High-pass filter design 

Preamplification 

A high-accuracy amplifier, AD620, was used to amplify 

the weak signals received by the electrodes. Its main function 

is to increase the amplitude of the input signal and filter its 

noise. 

High-Pass Filter 

The cutoff frequency used for this filter was 0.2Hz, which 

attenuates or eliminates frequencies below the mentioned 

value. The objective is to eliminate the Direct Current (DC) 

component and unwanted low frequencies present in the 

signals obtained from eye movements. In Figure 3, the basic 

circuit of this filter is presented. 

To obtain the cutoff frequency of 0.2Hz, Equation 1 was 

used. The value of the resistor R2 is equal to 1M, and the 

value of the capacitor C1 is 1F. 

𝑓𝑐 =
1

2𝜋𝜔0
=  

1

2𝜋√𝑅2𝐶1
  (1) 

  
Fig. 4 Low-pass filter design 

To obtain the desired gain (A0) of the high-pass filter, 

Equation 2 was used, where R3 and R4 are equal to 1k. 

 

𝐴0 = 1 +  
𝑅3

𝑅4 
= 1 + 

1𝑘𝛺

1𝑘𝛺
= 2  (2) 

Low-Pass Filter 

A second-order Sallen-Key filter was used with a cutoff 

frequency of 40Hz in order to eliminate high-frequency noise 

and interference that might be present. In Figure 4, the base 

circuit for this filter is shown.  

To obtain the desired cutoff frequency of approximately 

40Hz, Equation 3 was used. The values of the resistors R5 and 

R6 are equal to 1k, and the values of the capacitors C2 and 

C3 are 4.7F and 3.3F, respectively. 

 

𝑓𝑐 =
1

2𝜋𝜔0
=  

1

2𝜋√𝑅5𝑅6𝐶2𝐶3
  (3) 

To obtain gain (A0) of the low-pass filter, Equation 4 is 

used, where R7 and R8 are equal to 1k. 

 

𝐴0 = 1 +  
𝑅7

𝑅8 
= 1 + 

1𝑘𝛺

1𝑘𝛺
= 2  (4) 

Postamplification and Offset 

Here, the purpose is to scale and regulate the signal in a 

range of 0 to 5V (Figure 5) to allow digital reading and 

processing with the microprocessor in the directional control 

stage.  
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Fig. 5 Offset set-up 

 
Fig. 6 PCB of the signal processing stage 

The printed circuit board (PCB) of the signal processing 

stage is shown in Figure 6. A 9-volt battery is needed for this 

PCB. 

2.3. Directional Control Design 

The control and steering system used software and 

hardware based on Arduino, as it is a friendly and accessible 

platform for integrating input signals, actuators, and other 

electronic components. The Arduino Nano was used to store 

the control algorithm and receive the signals from the 

preprocessing stage. The L298N power module was used to 

direct the output voltage to the DC motors. As can be seen in 

Figure 7, the L298N module is powered by a 12V battery DC. 

The steering control system's algorithm is based on the 

preprocessing of the signals coming from the previous stage,  

 
Fig. 7 Steering control system 

which are read and stored in variables and then classified into 

certain ranges generated as products of some type of eye 

movements. As seen in Figure 8, conditional logic is generated 

to evaluate these values and indicate the motor drive module 

in which direction the user wishes to move the wheelchair. 

3. Results and Discussion 
The present study proposed a low-cost system to control 

a wheelchair using eye movements through the analysis and 

processing of EOG signals. The results obtained and presented 

in this section demonstrate the feasibility of using this type of 

signal to allow a person with quadriplegia to move with a 

certain degree of autonomy using a wheelchair, thus 

accurately classifying the different eye movements (looking 

up, down, right, and left). 

The tests of our steering control system were carried out 

in a laboratory environment to verify first the quality of the 

signals acquired through the filtering applied in the 

preprocessing stage. To this end, the electrodes were 

positioned on the test user's face, and the signal conductor 

cables were connected to the PCB inputs that performed the 

signal preprocessing.  

With the help of a multimeter and an oscilloscope, it was 

evaluated whether the resulting signal was clear and sensitive 

enough to capture any eye movements. The results 

demonstrated precision in amplifying and partially 

eliminating signal noise, thereby obtaining EOG patterns 

suitable for subsequent processing (as seen in Figures 9 and 

10). Additionally, the system's response time was less than 1 

second on a set of 10 direction commands.
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Fig. 8 Block diagram of the steering control logic 

  
Fig. 9 EOG signals from upward and downward gaze measured with 

the oscilloscope 

Fig. 10 EOG signals from right and left gaze measured with the 

oscilloscope 

Table 1. EOG signal response time tests  

Tests Up Down Right Left 

Test 1 High High High High 

Test 2 High High High High 

Test 3 High Middle High Low 

Test 4 High High High Low 

Test 5 Middle High High Low 

Test 6 High High Low High 

Test 7 High High High High 

Test 8 High High Low High 

Test 9 High Middle High High 

Test 10 High Low Low High 

Effectivity 95% 80% 80% 70% 

As seen in Table 1, the system has an average 

effectiveness of 81% with respect to the system response time 

to identify a signal of quality and quick response. This could 

be verified on the oscilloscope by measuring channels A (for 

up and down eye movements) and B (left and right eye 

movements) once they pass through the PCB that performs the 

signal preprocessing. To measure the effectiveness, ranges 

were established based on the characteristics of the wave: 

“High” is when the response time is less than one second. The 

signal voltage is greater than 1.5V and less than 0.8V, 

“Middle” for a time response less than 1, but with a voltage 

value between 0.8V and 1.5V, while “Low” only differs from 

Middle because the delay is greater than 1 second and is 

considered a failed test. This precision varies according to the 

user since the area of greatest sensitivity around the eye must 

be identified to position the electrodes accordingly. 

      0<C. A <= 80 

Backward 

2s 

      0<C. A <= 80 

Go Right 

2s 

      120<C. A <= 180 

Forward 

2s 

      120<C. B <= 180 

Go Left 

2s 

C.A: Channel A 

C.B: Channel B 
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Table 2. Tests of forward movement  

Tests Channel A reading Result 

Test 1 380 True 

Test 2 430 True 

Test 3 358 True 

Test 4 362 True 

Test 5 395 True 

Test 6 402 True 

Test 7 388 True 

Test 8 376 True 

Test 9 392 True 

Test 10 409 True 

Test 11 404 True 

Test 12 391 True 

Test 13 361 True 

Test 14 445 True 

Test 15 398 True 

Table 3. Tests of backward movement  

Tests Channel A reading Result 

Test 1 42 True 

Test 2 10 True 

Test 3 49 True 

Test 4 32 True 

Test 5 45 True 

Test 6 42 True 

Test 7 36 True 

Test 8 39 True 

Test 9 33 True 

Test 10 41 True 

Test 11 8 True 

Test 12 38 True 

Test 13 22 True 

Test 14 68 False 

Test 15 15 True 

The steering tests were based on evaluating the ability of 

the developed system to respond to the travel direction desired 

by the user. They were executed in a laboratory to ensure strict 

compliance with security measures and isolate surrounding 

signals around the system. To do this, all electronic or 

electrical equipment was disconnected from the home 

network. The system was operated with direct power from 

direct current batteries to reduce the risk of possible leaks of 

unwanted signals. A display screen for reading channels A and 

B was used to ensure proper data collection, corresponding to 

the signals processed by the system and generated by the 4 eye 

movements (looking up, down, right, and left). In addition, 

there was a small prototype electric vehicle, which was 

responsible for executing the action required by the user by 

sending signals to the L298 power module to steer the motors 

(of 180 rpm each) in a desired direction. 

To test the steering control system, a total of 60 tests 

focused on measuring the real effectiveness of the system in 

the laboratory were carried out. First, 15 tests in the forward 

direction were performed. Here, it was verified that the system 

correctly recognized and responded to the eye movements that 

indicated the intention to go forward. The tests were carried 

out by connecting the user to the Zoll ECG electrodes in the 

areas surrounding the eye. The signal outputs scaled to 5 V 

DC (A and B channels) were connected to the Arduino 

microcontroller to be read in analog format (0 to 1024).  

After processing by part of the control algorithm, the 

small vehicle with two wheels that simulate the wheelchair 

moved forward. This was made possible by the two motors 

connected to the L298N power module. The results showed a 

high precision in the classification of the forward movement, 

with a success rate of 100% of the 15 tests performed (as seen 

in Table 2), which consisted of looking up repeatedly, then 

capturing the value of channel A that should always be greater 

than 350. 

Second, 15 backwards-direction tests were carried out. 

Similarly, as in the forward movement tests, the system's 

ability to detect and respond to the eye movement directing 

the vehicle in a backward direction was evaluated. On this 

occasion, the dynamic that the user followed was to look down 

repeatedly. After carrying out the tests, promising results were 

obtained with an accuracy of 93%; 14 tests out of 15 

successfully performed this movement (as seen in Table 3), 

indicating thus a reliable response. Third, the next 15 tests 

were to validate rightward steering. This test examined 

whether the system could properly recognize and respond to 

the repetitive movement of looking to the right. The results 

achieved showed an accuracy of 87% in the proper direction 

of this movement since of the 15 tests developed, 13 were 

successful. 

Table 4 shows that out of 15 tests, 2 were executed with 

positive results. To do this, it was necessary to configure an 

input pin of the Arduino Nano to receive the data from channel 

B; afterwards, the control algorithm was executed, and within 

this, a detection range of the intention to move to the right was 

defined. When the value of channel B is greater than 350, a 

test is successful.  
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Table 4. Tests of rightward movement  

Tests Channel B reading Result 

Test 1 410 True 

Test 2 430 True 

Test 3 368 True 

Test 4 367 True 

Test 5 375 True 

Test 6 320 False 

Test 7 368 True 

Test 8 396 True 

Test 9 381 True 

Test 10 418 True 

Test 11 395 True 

Test 12 384 True 

Test 13 376 True 

Test 14 345 False 

Test 15 371 True 

Table 5. Tests of leftward movement  

Tests Channel B reading Result 

Test 1 12 True 

Test 2 31 True 

Test 3 89 False 

Test 4 33 True 

Test 5 15 True 

Test 6 36 True 

Test 7 18 True 

Test 8 22 True 

Test 9 29 True 

Test 10 72 False 

Test 11 38 True 

Test 12 47 True 

Test 13 8 True 

Test 14 12 True 

Test 15 49 True 

Table 6. Effectivity rates in the test performed  

Tests Up Down Right Left 

Successful 15 14 13 13 

Failure - 1 2 2 

Effectivity 100% 93% 87% 87% 

Once again, it was demonstrated that the system has a 

significant capacity to detect and respond to eye movements 

swiftly. Finally, we validated the leftward steering with the 

last 15 tests. As in the previous tests, the user fixed his gaze 

repeatedly in the left direction, which sent signals through the 

electrodes first to the Arduino and lastly to the two motors. 

The results revealed an accuracy of 87% as 2 tests failed due 

to the signal being outside the set range (as seen in Table 5). 

Table 6 shows a summary of the tests in the four 

directions. Overall, an effectivity rate of 92% was achieved 

for our control steering system. 

The results obtained in this study are consistent with those 

reported in other studies [9,10,11,12,13], where the effectivity 

rates obtained in the four steering tests (looking up, down, 

right, and left) of this work are comparable to those found in 

the aforementioned studies. The approach based on EOG 

signals and the use of an Arduino controller, together with the 

architecture that simulates the wheelchair, has proven to be 

effective in the detection and precise response to eye 

movements, allowing intuitive and reliable control of a 

wheelchair's direction. 

On the one hand, the tests developed to verify the 

presence and quality of the signals acquired through the 

filtering and preprocessing stages proved to have an average 

effectiveness of 81% with the system proposed in the present 

investigation, which is comparable with the other studies [14, 

15, 16] findings. For instance, [14] obtained outstanding 

results of 93% in the effectiveness of preprocessing in 

obtaining high-quality signals for wheelchair control. On the 

other hand, the direction tests carried out in the present 

investigation have shown an assertiveness of 92% in 

identifying the user's eye movements to direct the wheelchair 

from one place to another.  

Finally, the results found in regard to the overall steering 

control are consistent with those reported in [5, 6, 9], which 

also achieved a high effectivity of approximately 95% in eye 

movement detection and steering of a wheelchair using EOG 

signal preprocessing.  

However, the aforementioned works used different 

methods to determine the user's eye movements, for example, 

using a visual element to guide the traceability that the human 

eye must have or working commands based on blinks. 

4. Conclusion 
The low-cost steering control system based on EOG 

signals and an Arduino nano has proven to be a reliable and 

accessible solution to allow people with mobility disabilities 

to control their wheelchairs intuitively and efficiently. The 

results obtained support the relevance and effectiveness of the 

proposed design.  
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In the filtering stage, EOG signal preprocessing was 

implemented to obtain a quality signal, which was essential 

for the system's accuracy. Effective noise elimination and 

obtaining a reliable signal proved crucial for the correct 

control system operation. The tests that were executed proved 

the ability of the steering control system to adequately identify 

and respond to the user’s desired intention of movement.  

Our results, thus, suggest a promising path for future 

research and development in the field of mobility assistance. 

This work represents an important advance in the application 

of assistive technology. It opens new possibilities to improve 

the quality of life of people with motor disabilities through 

innovative and adaptive control interfaces. 

References  
[1] Disability, Pan American Health Organization (PAHO), 2023. [Online]. Available: https://www.paho.org/en/topics/disability 

[2] Sociodemographic Profile of the Population with Disabilities-National Institute of Statistics and Informatics, pp. 1-117, 2017. [Online]. 

Available: https://www.inei.gob.pe/media/MenuRecursivo/publicaciones_digitales/Est/Lib1675/ 

[3] Alicia Casals et al., “A Robotic Suit Controlled by the Human Brain for People Suffering from Quadriplegia,” Conference Towards 

Autonomous Robotic Systems, vol. 8069, pp. 294-295, 2014. [CrossRef] [Google Scholar] [Publisher Link] 

[4] Xiaoming Wang et al., “Eye-Movement-Controlled Wheelchair Based on Flexible Hydrogel Biosensor and WT-SVM,” Biosensors, vol. 

11, no. 6, pp. 1-13, 2021. [CrossRef] [Google Scholar] [Publisher Link] 

[5] Wang Xu et al., “Research on Wheelchair Robot Control System Based in EOG,” AIP Conference Proceeding, vol. 1955, no. 1, pp. 1-5, 

2018. [CrossRef] [Google Scholar] [Publisher Link] 

[6] Jun Xu et al., “Eye-Gaze Controlled Wheelchair Based on Deep Learning,” Sensors, vol. 23, no. 13, pp. 1-25, 2023. [CrossRef] [Google 

Scholar] [Publisher Link] 

[7] Mélodie Vidal, Andreas Bulling, and Hans Gellersen, “Analysing EOG Signal Features for the Discrimination of Eye Movements with 

Wearable Devices,” PETMEI’11: Proceedings of the 1st International Workshop on Pervasive Eye Tracking & Mobile Eye-Based 

Interaction, pp. 15-20, 2011. [CrossRef] [Google Scholar] [Publisher Link] 

[8] Méndez Brito, and Xavier Gustavo, “Design and Construction of a Computer Cursor Control System Using Electro-Oculographic Signals 

for People with Motor Disabilities,” Institutional Repository of the Salesian Polytechnic University, pp. 1-123, 2013. [Google Scholar] 

[Publisher Link] 

[9] Amanpreet Kaur, “Wheelchair Control for Disabled Patients Using EMG/EOG Based Human Machine Interface: A Review,” Journal of 

Medical Engineering & Technology, vol. 45, no. 1, pp. 61-74, 2020. [CrossRef] [Google Scholar] [Publisher Link] 

[10] Richard J.M.G. Tello et al., “Development of a Human Machine Interface for Control of Robotic Wheelchair and Smart Environment,” 

IFAC-PapersOnLine, vol. 48, no. 19, pp. 136-141, 2015. [CrossRef] [Google Scholar] [Publisher Link] 

[11] Aadesh Guru Bhakt Dandamudi et al., “Single Channel Electromyography Controlled Wheelchair Implemented in Virtual 

Instrumentation,” 3rd International Conference on Computing Methodologies and Communication, Erode, India, pp. 1040-1045, 2019. 

[CrossRef] [Google Scholar] [Publisher Link] 

[12] Qiyun Huang et al., “An EOG-Based Human-Machine Interface for Wheelchair Control,” IEEE Transactions on Biomedical Engineering, 

vol. 65, no. 9, pp. 2023-2032, 2018. [CrossRef] [Google Scholar] [Publisher Link] 

[13] Ajit M. Choudhari et al., “An Electrooculography Based Human Machine Interface for Wheelchair Control,” Biocybernetics and 

Biomedical Engineering, vol. 39, no. 3, pp. 673-685, 2019. [CrossRef] [Google Scholar] [Publisher Link] 

[14] Zhijun Li et al., “Human Cooperative Wheelchair with Brain-Machine Interaction Based on Shared Control Strategy,” IEEE/ASME 

Transactions on Mechatronics, vol. 22, no. 1, pp. 185-195, 2017. [CrossRef] [Google Scholar] [Publisher Link] 

[15] Yang Yu et al., “An Asynchronous Control Paradigm Based on Sequential Motor Imagery and Its Application in Wheelchair Navigation,” 

IEEE Transactions on Neural Systems and Rehabilitation Engineering, vol. 26, no. 12, pp. 2367-2375, 2018. [CrossRef] [Google Scholar] 

[Publisher Link] 

[16] Rifai Chai et al., “Mental Non-Motor Imagery Tasks Classifications of Brain Computer Interface for Wheelchair Commands Using 

Genetic Algorithm-Based Neural Network,” International Joint Conference on Neural Networks, Brisbane, QLD, Australia, pp. 1-7, 2012. 

[CrossRef] [Google Scholar] [Publisher Link] 

 

https://doi.org/10.1007/978-3-662-43645-5_31
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=A+Robotic+Suit+Controlled+by+the+Human+Brain+for+People+Suffering+from+Quadriplegia&btnG=
https://link.springer.com/chapter/10.1007/978-3-662-43645-5_31
https://doi.org/10.3390/bios11060198
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Eye-Movement-Controlled+Wheelchair+Based+on+Flexible+Hydrogel+Biosensor+and+WT-SVM&btnG=
https://www.mdpi.com/2079-6374/11/6/198
https://doi.org/10.1063/1.5033815
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Research+on+wheelchair+robot+control+system+based+in+EOG&btnG=
https://pubs.aip.org/aip/acp/article/1955/1/040151/1004583/Research-on-wheelchair-robot-control-system-based
https://doi.org/10.3390/s23136239
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Eye-Gaze+Controlled+Wheelchair+Based+on+Deep+Learning&btnG=
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Eye-Gaze+Controlled+Wheelchair+Based+on+Deep+Learning&btnG=
https://www.mdpi.com/1424-8220/23/13/6239
https://doi.org/10.1145/2029956.2029962
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Analysing+EOG+signal+features+for+the+discrimination+of+eye+movements+with+wearable+devices&btnG=
https://dl.acm.org/doi/abs/10.1145/2029956.2029962
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Dise%C3%B1o+y+construcci%C3%B3n+de+un+sistema+de+control+del+cursor+de+un+computador+mediante+se%C3%B1ales+electro-oculogr%C3%A1ficas+para+personas+con+discapacidad+motriz&btnG=
https://dspace.ups.edu.ec/handle/123456789/3347
https://doi.org/10.1080/03091902.2020.1853838
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Wheelchair+control+for+disabled+patients+using+EMG%2FEOG+based+human+machine+interface%3A+a+review&btnG=
https://www.tandfonline.com/doi/abs/10.1080/03091902.2020.1853838
https://doi.org/10.1016/j.ifacol.2015.12.023
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Development+of+a+human+machine+interface+for+control+of+robotic+wheelchair+and+smart+environment&btnG=
https://www.sciencedirect.com/science/article/pii/S2405896315026476
https://doi.org/10.1109/ICCMC.2019.8819793
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Single+Channel+Electromyography+Controlled+Wheelchair+Implemented+in+Virtual+Instrumentation&btnG=
https://ieeexplore.ieee.org/abstract/document/8819793
https://doi.org/10.1109/TBME.2017.2732479
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=An+EOG-Based+Human%E2%80%93Machine+Interface+for+Wheelchair+Control&btnG=
https://ieeexplore.ieee.org/abstract/document/7994682
https://doi.org/10.1016/j.bbe.2019.04.002
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=An+electrooculography+based+human+machine+interface+for+wheelchair+control&btnG=
https://www.sciencedirect.com/science/article/abs/pii/S0208521618305837
https://doi.org/10.1109/TMECH.2016.2606642
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Human+Cooperative+Wheelchair+With+Brain%E2%80%93Machine+Interaction+Based+on+Shared+Control+Strategy&btnG=
https://ieeexplore.ieee.org/abstract/document/7562485
https://doi.org/10.1109/TNSRE.2018.2881215
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=An+Asynchronous+Control+Paradigm+Based+on+Sequential+Motor+Imagery+and+Its+Application+in+Wheelchair+Navigation&btnG=
https://ieeexplore.ieee.org/abstract/document/8533432
https://doi.org/10.1109/IJCNN.2012.6252499
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=Mental+non-motor+imagery+tasks+classifications+of+brain+computer+interface+for+wheelchair+commands+using+genetic+algorithm-based+neural+network&btnG=
https://ieeexplore.ieee.org/abstract/document/6252499

