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Abstract - Free tertiary education expanded the scope of opportunities, enabling individuals to transform their aspirations into 

tangible achievements and empowering the nation’s brightest minds to pave the way for economic and social development. This 

study aims to analyze and investigate student beneficiaries’ perceptions within the Philippines’ Universal Access to Quality 

Tertiary Education (UAQTE) framework, contributing to a more informed assessment of its impact on pursuing inclusive 

educational policies and reforms. The “Boses Ko” toolkit was utilized to collect responses, adopting a ground-up approach to 

capture insights directly from student beneficiaries across various Higher Education Institutions (HEIs). Through unsupervised 

machine learning using BERTopic modeling, latent topics and themes were identified within the qualitative data, enabling a 

holistic understanding of stakeholders’ views. Silhouette and coherence scores and manual assessment by domain experts were 

used to evaluate the models. Key themes like “Educational Opportunity,” “Program Implementation,” and “Financial Support” 

were identified. Recommendations for policy reforms include enhancing educational opportunities, streamlining program 

implementation, and sustaining financial support within the UAQTE program. 
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1. Introduction 
Tertiary education equips individuals with the essential 

knowledge, skills, and expertise required to excel in their 

respective fields [1]. It provides them with specialized 

education and training, enabling them to make meaningful 

contributions to society while pursuing their academic and 

professional goals. Through tertiary education, individuals 

gain a deep understanding of their respective disciplines, 

develop critical thinking abilities, and acquire practical skills 

that are highly valuable in their professional aspirations [2]. In 

developing nations, tertiary education is vital for cultural 

preservation, human capital development, poverty reduction, 

capacity building, and economic growth [3], [4]. Ensuring 

equitable access to quality tertiary higher education is a top 

priority globally, given its role in economic development and 

poverty reduction, particularly in developing countries [5]. 

Investing in this fosters sustainable development, unlocks 

human potential, and shapes a more prosperous and equitable 

future [6]. The United Nations (UN) recognizes the 

significance of the 4th Sustainable Development Goal (SDG), 

“Quality Education,” for higher education in low-income 

nations. Emphasizing inclusive, quality education and lifelong 

learning opportunities, they aim to ensure equitable access to 

high-quality education, going beyond socioeconomic barriers 

[7], [8], [9]. This commitment highlights education as a 

catalyst for empowerment, social progress, and sustainable 

development [10]. Acknowledging this need, the Philippine 

government passed the Universal Access to Quality Tertiary 

Education Act (UAQTE), also referred to as Republic Act No. 

10931, on August 13, 2017. This legislation mandates that all 

public higher education institutions (HEIs) and government-

operated technical-vocational institutions (TVIs) offer free 

quality tertiary education to eligible Filipino students. 

RA10931 aims to enhance Philippine tertiary education 

through crucial provisions, including funding for broader 

participation, equal access to quality education, prioritizing 

academically capable disadvantaged students, efficient 

resource use, guidance for career choices, and recognizing 

public-private collaboration in the system [11]. The UAQTE 

program’s implementation employs diverse strategies 

encompassing financial subsidies, resource allocation, and 

outreach initiatives. Financial subsidies provide crucial 

support to students by covering various educational expenses, 

including tuition fees and miscellaneous costs, alleviating 

financial burdens for students and families [12], [13]. 

Resource allocation strategies aim to strengthen the capacity 
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of higher education institutions (HEIs) and technical-

vocational institutions (TVIs) by investing in infrastructure, 

faculty development, and curriculum enhancement, thereby 

enhancing educational standards and student outcomes [14], 

[15], [16].  

Furthermore, targeted outreach and awareness campaigns 

are conducted to inform eligible students about UAQTE 

benefits and eligibility criteria, ensuring equitable access to 

higher education opportunities, particularly for marginalized 

and underserved populations. The Commission on Higher 

Education (CHED) reported that as of 2022, approximately 

1.97 million students from various higher education 

institutions (HEIs) in the Philippines benefited greatly from 

the UAQTE program. Moreover, in the same period, the 

government’s commitment to supporting tertiary education 

was further exemplified by the substantial number of 

beneficiaries receiving assistance. A total of 364,168 

deserving students were fortunate recipients of the tertiary 

education subsidies (TES) program [17]. 

Considering these facts, evaluating the UAQTE 

program’s implementation from a holistic perspective is 

crucial. This approach enables a more thorough assessment of 

the program’s efficacy and facilitates the identification of 

challenges or areas requiring improvement. Moreover, it 

allows for gathering insights from individuals directly affected 

by the UAQTE initiative. However, previous research has 

often overlooked the qualitative dimensions of the UAQTE 

program’s implementation, resulting in an inadequate 

representation of student beneficiaries’ voices and viewpoints. 

While raw qualitative data offers valuable insights, it may not 

fully capture their nuanced experiences and perceptions. Thus, 

there is an apparent necessity for a more nuanced qualitative 

analysis of the UAQTE program, specifically focusing on the 

perspectives and experiences of student beneficiaries.  

Additionally, the scarcity of research employing 

advanced analytical techniques like topic modeling and 

natural language processing hinders efforts to gain deeper 

insights into the UAQTE program’s implementation and 

impact, particularly regarding the perspectives of student 

beneficiaries. Finally, a disconnect persists between policy 

objectives and the experiences of stakeholders, especially 

student beneficiaries, highlighting the necessity of bridging 

this gap to inform future policy decisions and reforms aimed 

at enhancing the accessibility, quality, and sustainability of 

tertiary education in the Philippines. This research aims to 

leverage unsupervised machine learning, implementing topic 

modeling techniques, natural language processing tools, and 

algorithms to uncover crucial insights, patterns, and 

correlations within the data, providing a more inclusive 

understanding of the UAQTE program’s implementation and 

its impact on stakeholders. Topic modeling is a statistical 

technique that discovers latent topics or themes within a 

collection of documents without prior knowledge of the 

specific categories or labels [19], [20]. This method facilitates 

unveiling the underlying structure in textual data by grouping 

words that demonstrate frequent co-occurrence within similar 

contexts. Utilizing models such as BERTopic, researchers can 

uncover latent themes within student responses, offering a 

more profound insight into their experiences and perspectives 

concerning the UAQTE program [23], [24]. This unsupervised 

methodology enables a data-driven comprehension of student 

experiences, thereby enriching the comprehensiveness of the 

assessment [25], [26]. 

The study adopts the “Boses Ko” or “My Voice” 

participatory toolkit, which serves as a digital mechanism 

through which student beneficiaries share their experiences 

related to the program’s implementation. The toolkit is a 

collaborative project between Bicol University (BU) and 

National University (NU), funded by the CHED-LAKAS 

(Leading the Advancement of Knowledge in Agriculture and 

Sciences) program, which focuses on research and 

development efforts in science and technology. Based on the 

pre-processed dataset, qualitative modeling using BERTopic 

harnesses the power of the BERT language model to capture 

the semantic nuances within the text, resulting in a more 

accurate representation of the underlying topics [27], [24]. The 

generated models are then evaluated using automated metrics 

and manual assessment of topics, including the silhouette 

score, the coherence score, and input from domain experts.  

Domain experts play a critical role in the identification 

and categorization of the generated topic models with relevant 

themes [29], [30], [31]. Leveraging their expertise, experts 

assign labels based on observed word similarities within the 

models, ensuring precise representation of each topic [32], 

[33]. This meticulous labeling enhances the interpretability of 

the topic models, facilitating their practical application in 

informing policy decisions, such as those related to initiatives 

like the UAQTE program. Moreover, domain experts refine 

and validate the generated topics to ensure alignment with 

research objectives and program intricacies [34], [35], [36]. 

This approach provides a deeper understanding of the various 

perspectives that exist among stakeholders regarding the 

UAQTE implementation, revealing insights for informed 

decision-making. 

Silhouette scoring is a metric used to evaluate the quality 

of clusters or topics generated by unsupervised learning 

algorithms, including topic modeling [37]. It measures the 

likeness of an object to its specific cluster, focusing on 

cohesion rather than emphasizing separation from other 

clusters. Coherence scoring evaluates the semantic relevance 

and coherence of the words within a given topic, ensuring 

meaningful connections and a cohesive thematic 

representation [38]. Domain experts play a vital role in topic 

modeling by contributing their specialized knowledge and 

judgment in model interpretation and evaluation [39], [40]. 

They help ensure that the generated topics are relevant, 
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coherent, and aligned with the domain’s nuances [41], [42]. 

Their involvement is essential for meaningful and accurate 

topic modeling within a specific domain. Using domain 

experts to evaluate the generated topic models is valuable due 

to the qualitative insights they offer, which automated metrics 

may not capture. It allows for subjective assessment, enabling 

evaluators to consider interpretability, coherence, and 

relevance, which is crucial in practical applications [43], [33],  

also supports model refinement and considers domain-specific 

knowledge, enhancing contextual understanding [45], [46]. 

The study aims to better understand the stakeholders’ 

perspectives on the UAQTE implementation by incorporating 

topic modeling as an unsupervised technique. It helps identify 

the key themes, discover the relationships between topics, and 

facilitates a comprehensive analysis of the textual data without 

relying on predefined categories or labels. Furthermore, taking 

into account the experiences and viewpoints of the students, a 

deeper understanding can be gained of the program’s benefits, 

issues, challenges, potential areas for improvement, and 

sustainability. This inclusive approach fosters collaboration 

and participation in shaping the UAQTE program, better 

assessing its impact, and guiding future tertiary education 

policy decisions and reforms. 

2. Methodology 
 This section details the methodology employed in our 

study, as presented in Figure 1 – the information processing 

phases. The process encompasses systematic data collection, 

pre-processing, and the implementation of document 

embeddings to enable advanced analysis. Central to our 

approach is the application of topic modeling techniques, 

which uncover hidden patterns and themes within the dataset. 

Subsequent steps included the interpretation and labeling of 

identified topics, adding contextual depth. The methodology 

culminates in model evaluation, ensuring the effectiveness of 

our techniques in aligning with the research objectives. 

2.1. Data Collection 

The “Boses Ko” toolkit was pivotal in collecting data 

from the student beneficiaries employing a ground-up 

approach. This means that the data collection starts from the 

grassroots level, emphasizing the perspectives of individuals 

involved in the UAQTE program.  

The qualitative question for this study, “In 3-4 sentences, 

write your experiences as one of the beneficiaries of the 

UAQTE program.” is directed at assessing student 

beneficiaries’ perspectives. The study included a sample size 

of 2,800 student beneficiaries, selected from various State 

Universities and Colleges (SUCs) throughout the Bicol 

region, and this representation enabled a comprehensive 

analysis of the UAQTE program’s implementation across 

different institutional contexts and frameworks. 

2.2. Data Pre-processing 

Data pre-processing involved critical steps that prepared 

the gathered responses before BERT embeddings [47], [48]. 

These essential steps encompassed tasks such as data cleaning 

and filtering by which non-English, duplicate, non-grantee, 

and blank responses were removed. This was followed by text 

standardization by converting the cleaned dataset to 

lowercase, eliminating special characters, punctuation marks, 

and digits to reduce noise and potential interference with the 

modeling process. This simplification aimed to create a more 

streamlined and coherent text representation, enhancing its 

suitability for subsequent modeling tasks.  

Tokenization and stopwords removal by implementing 

the Natural Language Toolkit (NLTK) library were necessary 

pre-processing steps. Responses were tokenized into 

individual words or tokens, making analyzing and processing 

text data easier. Stopwords like “as,” “one,” “of,” “the,” “it,” 

“me,” “a,” and “in” are common in the responses but typically 

lack significant meaning alone. Eliminating these enhanced 

the quality, interpretability, and efficiency of the generated 

topics within the UAQTE framework by reducing noise and 

emphasizing content words that conveyed the core themes. 

Conversely, the study refrained from employing 

stemming and lemmatization techniques due to their potential 

to oversimplify words, reducing them to their most basic 

forms, which could risk the loss of significant meaning [49], 

[50]. For example, if the words “tuition” and “finances” were 

stemmed to “tuit” and “financ,” respectively, it could result in 

unrecognizable words, potentially leading to confusion and a 

loss of clarity in the text. Similarly, “better” might be 

lemmatized to “good,” which changes the comparison and 

could impact the overall message.  

 
Fig. 1 Information processing phases
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2.3. Document Embeddings 

Document embedding is a crucial step in topic modeling 

as it transforms textual data into numerical representations that 

capture the essence of the documents. This study analyzed the 

dataset using a combination of the BERTopic and TF-IDF 

algorithms. This approach ensures that all contextual, 

semantic, and class-specific information is captured, leading 

to a complete understanding of topics and insights correlating 

with the research goals. As a modern and cutting-edge 

method, BERTopic or Bidirectional Encoder Representations 

from Transformers for Topic Modeling stands out for using 

pre-trained BERT models. BERTopic begins with 

tokenization, breaking down each document into individual 

sub-tokens and mapping them to word vectors from BERT 

[21], [22]. What sets BERTopic apart is its ability to capture 

contextual and semantic nuances, as BERT models consider 

the surrounding words to create contextual embeddings. 

Pooling techniques like mean or max pooling are applied to 

obtain a fixed-size vector for each document, resulting in 

dense vector representations that encode rich information 

about word meanings and context. 
 

On the contrary, the term frequency-inverse document 

frequency (TF-IDF) utilizes a distinct method centered on 

term frequencies and inverse document frequencies to 

prioritize term significance. In this methodology, each 

dimension in these vectors corresponds to a unique term 

across the entire document corpus [18]. The values within 

these vectors are determined by two pivotal factors: term 

frequencies (TF), indicating the frequency of a term’s 

occurrence within a document, and inverse document 

frequencies (IDF), gauging the scarcity of a term across the 

complete corpus. TF-IDF assigns greater weights to terms that 

appear frequently within a document but are rare across the 

entire corpus, thereby underscoring their significance. 
 

𝑡𝑓 − 𝑖𝑑𝑓(𝑡)  =  𝑡𝑓(𝑡, 𝑑) 𝑥 𝑖𝑑𝑓(𝑡)      (1) 

Equation 1 calculates the importance of the term ‘t’ in a 

document ‘d’ within a collection of documents. It combines 

two factors: the frequency of the term within the document 

(‘tf’) and the uniqueness or rarity of the term in the entire 

collection (‘idf’). TF-IDF’s strength lies in its ability to 

prioritize terms based on their significance within a document 

and their uncommonness across the entire dataset, resulting in 

straightforward and interpretable term importance rankings. 

This quality makes it well-suited for specific applications 

where a clear understanding of term importance is 

predominant. While TF-IDF provides simplicity and 

interpretability, it does not explicitly capture contextual 

information or semantics, making it appropriate for scenarios 

requiring only a high-level overview of themes. In specific 

scenarios, extending TF-IDF with Class-Based Term 

Frequency-Inverse Document Frequency (c-TF-IDF) can be 

advantageous, particularly when addressing some of its 

limitations and incorporating class-specific information into 

your document embeddings. However, this study opted not to 

utilize c-TF-IDF because the dataset inherently belongs to a 

specific domain, focusing on implementing Universal Access 

to Quality Tertiary Education (UAQTE) in the Philippines. 

2.4. Topic Modeling/Extraction 

After implementing document embeddings, BERTopic 

employs Uniform Manifold Approximation and Projection 

(UMAP), a dimensionality reduction technique. UMAP 

reduces the high-dimensional embeddings into a lower-

dimensional space while preserving the data’s structure and 

relationships [28]. This reduction helps in visualizing and 

clustering the data more effectively. Next is to extract 

meaningful topics from the dataset. BERTopic uses a 

Hierarchical Density-Based Spatial Clustering of Applications 

with Noise (HDBSCAN) clustering algorithm to the lower-

dimensional UMAP space. HDBSCAN identifies dense 

clusters of data points representing topics or subtopics in the 

data [32]. HDBSCAN’s versatility in discovering clusters of 

varying shapes and sizes makes it particularly suitable for a 

wide range of datasets. However, what sets BERTopic apart is 

its remarkable capability for autonomous topic number 

detection, a feature that liberates researchers from the task of 

specifying the number of topics beforehand. By analyzing 

data-driven insights in the density and distribution of 

document vectors, BERTopic identifies natural cluster 

boundaries, streamlining the topic modeling process for 

efficiency and adaptability. Incorporating TF-IDF into the 

topic modeling process alongside BERTopic is a valuable and 

effective approach. BERTopic’s strength lies in capturing 

semantic context, and when combined with TF-IDF, which 

emphasizes term importance and frequency, it enhances the 

overall quality of the modeling process. Initially, BERTopic 

generates topics based on semantic embeddings, while 

concurrently, TF-IDF is employed to represent documents 

traditionally, considering term frequencies. Figure 2 illustrates 

the workflow from document embeddings using BERT 

modeling to topic representation utilizing TF-IDF. Overall, 

the integration of TF-IDF with BERTopic combines the 

advantages of context-rich embeddings with traditional term 

frequency-based representations, providing a more 

comprehensive and interpretable approach to topic modeling 

and text analysis. 

 
Fig. 2 Integration of BERTopic and TF-IDF 
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2.5. Hyper-Parameters 

The following are the hyper-parameters used: 

• min_topic_size. This parameter defines the minimum 

document count for valid topics. Adjusting it affects topic 

size and granularity, potentially merging or discarding 

topics with too few documents. 

• top_n_words. This parameter sets the number of top words 

displayed per topic, typically the most representative 

terms. Choosing a specific top_n_words value helps 

understand each topic’s key terms for better interpretation. 

• num_topics. This parameter defines the desired number of 

topics extracted from your dataset. Choose it based on your 

dataset’s nature and expected topic count. 

• ngram_range. This parameter specifies the n-gram range 

for document term frequency representation, usually given 

as (min_n, max_n). For instance, ngram_range = (1, 2) 

considers both single words and two-word phrases, 

affecting topic granularity. 

The topic modeling parameters selected for this study 

included a range of values to explore the optimal 

configuration. The number of topics varied from 5 to 20, 

allowing for a comprehensive investigation into different 

thematic clusters within the dataset. The top n words 

considered for each topic ranged from 5 to 10, offering 

flexibility in capturing the most significant terms associated 

with each identified theme. A range of 10 to 30 was set as the 

minimum topic size criterion to ensure meaningful topic sizes.  

Lastly, n-gram ranges, specifying the sequence of word 

combinations, were considered with values (1,1), (1,2), and 

(2,2), allowing for the examination of unigram and bigram 

structures. Properly tuning these is vital to ensure that the topic 

modeling process aligns with the unique characteristics of the 

dataset, influencing the quality and interpretability of the 

topics extracted. Ultimately, the quality of topics is assessed 

by their interpretability and relevance to the specific research 

goals. 

2.6. Identification of Appropriate Themes 

The primary objective in naming a topic model was to 

assign appropriate labels based on the word similarities 

observed within the generated models. This enhanced topic 

comprehension and effective communication, enabling their 

practical use in shaping the UAQTE program and contributing 

to a more informed assessment of its impact and informed 

future policy decisions related to tertiary education.  

Critical to identifying labels was the involvement of 

domain experts, including CHED administrators, social 

scientists, data scientists, and UAQTE recipients. Their 

specialized knowledge contributed valuable contextual 

understanding, refined and validated topics, and enhanced 

their interpretability, ensuring alignment with the research 

objectives. Out of the many labels considered, Table 1 

represents the finalized labels selected by the domain experts. 

Table 1. Identified labels  

Categories Description 

Financial  

Support 

Responses that refer to the financial 

assistance provided, alleviation of 

financial burdens, and support with tuition 

fees, allowances, and expenses. 

Educational 

Opportunity 

Responses that describe students’ gratitude 

towards the program, enabling them to 

pursue their preferred courses, continue 

their studies, and access quality education. 

Program 

Implementation 

Responses encompass a range of 

perspectives regarding the program’s 

implementation, reflecting both positive 

and negative viewpoints. 

Gratitude and 

Appreciation 

Responses vary in their expressions of 

gratitude for being selected as one of the 

beneficiaries of the scholarship program. 

No Label 

Responses where a particular text or 

document does not have a predefined 

category or class assigned to it.  

2.7. Model Evaluation 

The Silhouette score is calculated as follows: 

   𝑠 =
𝑏−𝑎

𝑚𝑎𝑥(𝑎,𝑏)
      (2)  

 

Where s is the silhouette score for the data point, a is the 

average distance from the data point to other points in the 

same cluster, and b is the average distance from the data point 

to points in the nearest neighboring cluster. The silhouette 

score can range from -1 to +1, where: 

• A high positive value (close to +1) indicates that the object 

is well-matched to its own cluster and poorly matched to 

neighboring clusters, suggesting that the clusters are well-

separated. 

• A value near zero suggests that the object is on or very 

close to the boundary between two neighboring clusters. 

• A negative value (close to -1) indicates that the object is 

incorrectly assigned to the neighboring cluster rather than 

its own, suggesting that the clusters may be overlapping or 

poorly defined. 
 

Coherence scores range from 0 to 1, but the values may 

vary based on the coherence measure used. Some coherence 

measures can produce scores outside this range. The 

Coherence score is calculated as follows: 
 

𝐶_𝑉(𝑇)  =  2 / (|𝑇|(|𝑇|  −  1))  ∗  ∑_{𝑖 = 1}^{|𝑇|} ∑_{𝑗 
≠  𝑖} 𝑠𝑖𝑚(𝑊𝑜𝑟𝑑_𝑖, 𝑊𝑜𝑟𝑑_𝑗) 

Where C_V(T) is the coherence score for the topic T, |T| is 

the number of words in the topic T, Wordi and Wordj 

represent two different words in the topic, the double 

summation ∑_{i=1} ^{|T|} ∑_ {j ≠ i} iterates over all pairs of 

distinct words in the topic (i ≠ j) and sim (Wordi, Wordj) is 

the similarity measure between the two words. 

(3) 
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The coherence score can range from 0 to 1, where: 

• Coherence Score ≈ 0: Indicates that the topics lack 

meaningful connections, making them difficult to 

interpret. 

• Coherence Score ≈ 0.2-0.4: Suggests that the topics exhibit 

some coherence, but their interpretability remains limited. 

• Coherence Score ≈ 0.4-0.6: Implies that the topics are 

reasonably coherent and relatively interpretable. 

• Coherence Score ≈ 0.6-0.8: This signifies that the topics 

are well-defined and highly coherent, making them easily 

interpretable. 

• Coherence Score ≈ 0.8-1: Reflects excellent topics with 

closely related words, offering high interpretability. 

Domain experts bring valuable contextual knowledge and 

subject matter expertise to the evaluation process. Their 

feedback is crucial because topic models should be 

statistically sound, semantically meaningful, and relevant to 

the specific domain. Domain experts can validate whether the 

topics generated make sense in the context of the research 

objectives. 

Silhouette scores can be used in conjunction with 

coherence scores and manual inspection of topics by domain 

experts. A high silhouette score, coherence scores, and 

interpretable topics are a good sign of the quality of topics. 

Combining quantitative metrics and expert qualitative 

judgment provides a comprehensive assessment of topic 

model quality. 

3. Results and Discussion 

This section presents key results and findings from 

employing the BERTopic approach to model topics within the 

UAQTE dataset. Table 2 presents the configurations that 

yielded acceptable silhouette and coherence scores across 

various topic modeling experiments with varying 

hyperparameters.  

Table 2. Hyperparameters and evaluation scores 

Exp 

# 

# of 

Topics 

Top n 

Words 

Min 

Topic 

Size 

n-gram 

range 

Silhouette 

Scores 

Coherence 

Scores 

1 9 10 13 (1,1) 0.765 0.849 

2 8 10 13 (1,2) 0.814 0.863 

3 6 10 13 (2,2) 0.802 0.859 

4 6 10 15 (1,1) 0.781 0.853 

5 8 10 15 (1,2) 0.768 0.850 

6 6 10 15 (2,2) 0.786 0.845 

7 6 10 20 (1,1) 0.768 0.862 

8 7 10 20 (1,2) 0.783 0.840 

9 6 10 20 (2,2) 0.752 0.834 

10 4 10 25 (1,1) 0.795 0.822 

11 3 10 25 (1,2) 0.805 0.832 

12 4 10 25 (2,2) 0.808 0.830 

These results offer insights into the effectiveness of 

specific hyperparameter settings in achieving coherent and 

meaningful topic structures, contributing to a comprehensive 

understanding of the dataset’s inherent complexity. 

The results obtained from the experimentation with 

various hyperparameter configurations offer valuable insights 

into the effectiveness of different settings in generating 

coherent and meaningful topic structures within the UAQTE 

dataset. Across the range of experiments conducted, notable 

variations in silhouette and coherence scores were observed, 

indicating the impact of hyperparameters on the quality of the 

generated topics. Specifically, configurations employing a 

unigram range (1,1), such as Experiment 1 and Experiment 4, 

yielded silhouette scores ranging from 0.765 to 0.781 and 

coherence scores ranging from 0.849 to 0.853, respectively. 

These results suggest that while unigrams effectively 

capture individual words, they may overlook nuanced 

semantic relationships in multi-word expressions. In contrast, 

experiments utilizing a bigram range (1,2) consistently 

outperformed other configurations regarding coherence 

scores. For instance, Experiment 2 achieved a silhouette score 

of 0.814 and a coherence score of 0.863, indicating a 

significant improvement in capturing meaningful topic 

structures by considering two-word combinations.  

Variations in the number of topics and minimum topic 

size also influenced the quality of the generated topics. 

Experiments with a smaller minimum topic size of 13, such as 

Experiments 1 to 3, generally exhibited higher silhouette and 

coherence scores than those with larger minimum topic sizes. 

This observation suggests that requiring fewer documents per 

topic leads to more well-defined clusters and enhances the 

interpretability of the resulting topics. Interestingly, the 

optimal number of topics varied across experiments, ranging 

from 3 in Experiment 11 to 9 in Experiment 1.  

This variability underscores the importance of 

considering the dataset’s specific characteristics and thematic 

diversity when determining the appropriate number of topics. 

Additionally, experiments with a larger n-gram range (2,2) 

generally yielded lower silhouette and coherence scores than 

their counterparts with a bigram range (1,2), indicating that 

while capturing longer sequences may enhance topic 

granularity, it may also introduce noise and reduce topic 

coherence. These emphasize the importance of carefully 

selecting and fine-tuning hyperparameters based on dataset 

characteristics to achieve the best results in topic modeling. 

By leveraging a combination of silhouette and coherence 

scores, researchers can effectively evaluate the quality of 

topics and guide the selection of the most suitable model 

configuration for analyzing textual data within the UAQTE 

dataset. Domain experts have identified several key themes in 

the dataset, “Educational Opportunity” emerges as the most 

prominent and pervasive theme within the dataset. 
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Table 3. Labeled model 

Topic Words Label 

0 education, grateful, opportunity, funded, study, state, free, help, pursue, college 
Educational 

Opportunity 

1 
helpful, good, experience, beneficial, quite lacking, improve, convenient, best experience, quality 

system, need to be improved 

Program 

Implementation 

2 fun, great help, nice, interesting, awesome, excellent, amazing, good, job, great 
Program 

Implementation 

3 education, free, advantage, financial, student, helped, parents, expenses, college, diminished 
Financial  

Support 

4 beneficial, helpful, truly, good overall, quite lacking, access, utilized, benefits, outstanding, accessible 
Educational 

Opportunity 

5 
experience, good, good experience, enough though, complaints, best, really, questions, enough, hope 

to improve 

Program 

Implementation 

6 opportunity, education, extremely, really helpful, super, comment, grateful, thank, free, nice help 
Educational 

Opportunity 

7 continue, education, cost, family, money, free, program, guarantee, quality, receive 
Financial  

Support 

This label encompasses discussions about access to 

education, opportunities for academic advancement, and the 

importance of educational support systems. The presence of 

terms such as “funded,” “study,” “free,” “pursue,” and 

“college” within Topic 0 of the labeled model in Table 3 

underscores the centrality of educational opportunities 

captured by the UAQTE dataset. “Program Implementation” 

is another crucial theme consistently recognized by domain 

experts. This theme encompasses discussions surrounding the 

execution and operation of the UAQTE program itself. Terms 

like “helpful,” “convenient,” “complaints,” “need to be 

improved,” and “quality system” within Topic 1, Topic 2, and 

Topic 5 of the labeled model reflect respondents’ perceptions 

and experiences related to the implementation of the UAQTE 

program. 

“Financial Support” emerges as a recurring and 

significant theme, reflecting discussions related to financial 

assistance or funding opportunities. Terms such as “financial,” 

“expenses,” and “cost” within Topic 3 and Topic 7 of the 

labeled model highlight the importance of financial support in 

facilitating access to education and alleviating economic 

barriers. Lastly, expressions of “Appreciation and Gratitude” 

are evident throughout the dataset, indicating respondents’ 

sentiments of thanks and acknowledgement towards various 

aspects of the UAQTE program. While not explicitly captured 

as a standalone theme within the presented labeled model, 

expressions of gratitude are implicitly woven into discussions 

across multiple topics, reflecting respondents’ positive 

experiences and appreciation for the opportunities provided by 

the UAQTE program. 

By integrating domain expert insights with topic 

modeling results, a more comprehensive understanding of the 

thematic landscape within the UAQTE dataset is achieved. 

The alignment between expert-identified themes and the 

generated topics further validates the relevance and 

interpretability of the topic modeling outcomes, enhancing the 

ability to extract meaningful insights from the textual data. 

These insights contribute to a deeper understanding of the 

issues and perspectives prevalent within the UAQTE dataset, 

informing future research directions and programmatic 

initiatives within the domain. 

Figure 3, the intertopic distance map, provides a visual 

representation of the relationships between the generated 

clusters, offering deeper insights into the thematic structure of 

the UAQTE dataset.  

Examining the map makes it apparent that clusters exhibit 

a high degree of alignment with the labels assigned by domain 

experts. This observation serves as a robust indicator of the 

quality and relevance of the generated topics. 

 
Fig. 3 Intertopic distance map 

 
Fig. 4 Hierarchical clustering 
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For example, clusters containing topics 0, 4, and 6 are 

closely grouped, forming a cohesive cluster labeled 

“Educational Opportunity.” Similarly, topics 1, 2, and 5 are 

clustered, corresponding to the “Program Implementation” 

label. Additionally, topics 3 and 7 form a distinct cluster 

identified as “Financial Support.” This clustering pattern 

mirrors the thematic categories identified by domain experts, 

underscoring the consistency and effectiveness of the topic 

modeling approach in capturing central themes within the 

dataset. Furthermore, the alignment between the clustering 

patterns and expert evaluations is reinforced by the 

quantitative metric scores obtained during the topic modeling 

process. 

The strong correspondence between metric scores such as 

silhouette and coherence scores and expert-assigned labels 

provides further validation of the effectiveness of quantitative 

analysis in identifying central themes within the UAQTE 

dataset. This alignment between qualitative expert insights 

and quantitative metrics enhances confidence in the validity 

and interpretability of the generated topics, facilitating a more 

nuanced understanding of the dataset’s thematic landscape. 

Overall, the intertopic distance map is a powerful analytical 

tool for visualizing the thematic relationships within the 

UAQTE dataset.  

The alignment between generated clusters and expert-

assigned labels, coupled with the validation provided by 

quantitative metrics, underscores the robustness and 

effectiveness of the topic modeling approach in uncovering 

meaningful insights from textual data. This analytical 

framework enables researchers to identify and explore central 

themes within the dataset, facilitating deeper exploration and 

interpretation of the underlying issues and perspectives 

present within the UAQTE dataset.  

The hierarchical clustering results confirm and reinforce 

the thematic relationships observed in the intertopic distance 

map. Notably, topics 6 and 4 and 1 and 5 exhibit clustering in 

both methods, suggesting shared thematic elements between 

these pairs. This consistent clustering pattern across different 

analytical approaches highlights the robustness and reliability 

of the identified thematic clusters. Moreover, while topic 2 

appears to stand alone in the hierarchical clustering analysis, 

its connections to topics 3, 0, and subsequently to topic 7 and 

its eventual linkage with topics 1 and 5 align closely with the 

findings from the intertopic distance map. This alignment 

underscores the coherence and relevance of the identified 

thematic clusters, further validating the consistency of the 

results obtained from both analyses. 

The agreement between the hierarchical clustering results 

and the intertopic distance map strongly indicates the dataset’s 

thematic structure. By corroborating thematic relationships 

across multiple analytical methods, this agreement reinforces 

the reliability of the identified themes. It provides researchers 

with a robust framework for understanding the underlying 

thematic landscape within the UAQTE dataset. 

4. Conclusion and Recommendations 
Implementing BERTopic modeling has demonstrated 

significant advantages in uncovering the nuanced thematic 

landscape within the UAQTE dataset. This can be attributed 

to several key factors. Firstly, BERTopic leverages advanced 

transformer-based language models, such as BERT 

(Bidirectional Encoder Representations from Transformers), 

renowned for capturing intricate semantic relationships within 

textual data. By harnessing the contextual understanding 

provided by BERT, BERTopic effectively extracts distinct 

topics while preserving their coherence and semantic 

meaning, thus surpassing traditional topic modeling 

approaches. 

Moreover, the strategic incorporation of n-gram ranges, 

particularly the preference for models incorporating bigrams, 

played a pivotal role in enhancing topic quality. Bigrams, 

capturing two-word combinations, inherently enrich topic 

coherence by incorporating nuanced semantic relationships 

that unigrams may miss. This emphasis on bigrams 

underscores the significance of considering multi-word 

expressions in topic modeling, thereby elevating the quality 

and interpretability of the generated topics.  

Furthermore, adopting a dual evaluation methodology, 

comprising both automatic metrics and manual evaluation by 

domain experts, contributed significantly to the robustness of 

the topic modeling process. Integrating automated metrics 

such as silhouette and coherence scores facilitated quantitative 

assessment, providing objective topic quality and coherence 

measures. Concurrently, manual evaluation by domain experts 

offered qualitative insights, validating the relevance and 

interpretability of the generated topics.  

This dual evaluation approach ensured a comprehensive 

assessment of the topic models, mitigating biases and 

enhancing confidence in the reliability of the results. 

Integrating BERTopic modeling with dual evaluation 

methodologies has enabled a comprehensive understanding of 

the thematic priorities within the UAQTE dataset. By 

leveraging analytical techniques alongside expert insights, 

policymakers can make informed decisions to optimize 

program effectiveness and ensure equitable access to quality 

tertiary education for all beneficiaries. This multifaceted 

approach underscores the significance of employing cutting-

edge methodologies and rigorous evaluation methods in 

tackling complex research questions and guiding policy 

interventions effectively.  

Given the predominantly positive perspective of the 

beneficiaries, the researchers propose the following targeted 

policy recommendations to further align and enhance the 



Christian Y. Sy et al. / IJETT, 72(3), 277-287, 2024 

 

285 

UAQTE program with the themes identified in the dataset: 

First, to enhance Educational Opportunities, the UAQTE 

program should develop policies that broaden access to quality 

tertiary education and prioritize addressing the educational 

disparities faced by the disadvantaged sector.  

These measures should involve increasing scholarship 

availability and facilitating diverse educational pathways. 

Second, in streamlining program implementation, recognizing 

the critical role of program implementation, it is essential to 

consider policies focusing on streamlining processes to 

address areas that need improvement, thereby rectifying any 

issues lacking and addressing any complaints. 

Clear and transparent communication channels must be 

established to ensure effective information dissemination 

among program administrators, educational institutions, and 

beneficiaries. Lastly, to sustain financial support, the program 

should formulate policies to guarantee its long-term 

sustainability, emphasizing efficient procedures for providing 

free higher education and alleviating the financial burden on 

students and parents.This sustainability is maintained through 

continuous funding allocation, facilitating students’ access to 

tertiary education without cost.  
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